
Final Report: “The Influence of Organic-Aerosol Emissions and Aging on Regional and Global Aerosol 
Size Distributions and the CCN Number Budget” (ER65296-1038624-0017484). The PI attends ASR team 
meetings and is active in the Aerosol Lifecycle Working Group, focusing on organic-aerosol aging and new- 
particle formation. As part of our participation in FLAME-IV we have developed a collaboration with the 
optical properties group at Los Alamos National Laboratory led by M. K. Dubey.

We conducted laboratory experiments and analyzed data on aging of organic aerosol and analysis of field 
data on volatility and CCN activity. With supplemental ASR funding we participated in the FLAME-IV cam­
paign in Missoula MT in the Fall of 2012, deploying a two-chamber photochemical aging system to enable 
experimental exploration of photochemical aging of biomass burning emissions. Results from that campaign 
will lead to numerous publications, including demonstration of photochemical production of Brown Carbon 
(BrC) from secondary organic aerosol associated with biomass burning emissions as well as extensive char­
acterization of the effect of photochemical aging on the overall concentrations of biomass burning organic 
aerosol. Excluding publications arising fromtheFLAME-IV campaign, projectresearch resulted in 8 pa­
pers: [11, 5, 3, 10, 12, 4, 8, 7], incjud-ng on inNatueeGeoetrenceaddressing theroleoforgtnic compounds 
in nanoparticle growth [11]. The retults -rom FLAMn-IV head -o4 additional pcbhcaCionn: |T4, 16, S,l-si 
including one in Nature Geercirnce on Oormatton of beowa cerbon from btomcis bumme S14].

We made extensive progreso Sr development of' oho two-dimenriona 1 r:^i.at:il^^tit basin ser (2D-VBSS. We 
have developed a parameterizationgivmg rateconstanUfor rerotions of organicswith OH radcaF eai-ftin 
the 2D-VBS, including representation oii heSerogeneouI tfsin,n [3]f In Fig. g we show so tynopsir oS itus 
jijreesieiiteud at Faraday Discuesnrn on Atmospheric Chennstry [10]showing ti-aiili^ii^^r^s^^ aigo of
SOA in the Eastern US is rouohlyi day,bui tl^iat theaverage lifoSime af ^^mi|-^iaiili)Osg^^ici ossrcfatod wirh 
organic aerosols is general^ nsiicit t^ta Slsair 8 day, mdmating tSoitat otganii aprotoi evti]t typiccbybe heavtiy 
aged under most: summertimr cond-tiont1 ^eoslicio^e^rianai duringitis organic aerosot oglng, cnndcnsatioa 
of organic compounds to partides throughou): ofte tlzt dUfribution

A critical input to model otlculntiorra of SOAagingosihn pradnci distributionStha vDlatility diitrlguiion 
in ee/slhe::J ij;cLrg?;o^^ of the initial ‘Tread” s-(-))1)-. l=iu)llS^-:a--•losisr-^tt:)::lfl mteaacSiions oio biooeme enS ontboopogemoSOA 
remain a. t:ojpic of great interesa.There[ore, we cgrans^sri^ti^o iormation of tirot-generaiionSOA orom a-pfoenr 
oxidation by different o:sLicl^^ia1:s^ inding thai oxMaomn byOH radiaais produdts somathaf rft:F^r)- SOA wbU 
on average a lower volatility than oxidation by ozone and suggesting model parameters to describe these 
different formation path ways [5].

To study organic-aerosol aging in the laboratory, we elected to work with the important toluene sec­
ondary organic aerosol system. In an earlier publication we had shown that toluene SOA levels are higher 
than previously estimated, but also that the degree of oxidation of the toluene SOA correlates with the amount 
of OH exposure during SOA Sormation [6]. Because model simulations have shown that aging of anthro­
pogenic SOA can have an important role in both the level and degree of oxidation of simulated ambient 
organic aerosol, we decidedto investigate this further. In collaboration with Thanos Nenes at Georgia Tech 
we conducted several experimentie in wfdch toluene was subjected to varying degrees of oxidation, measur-
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Figure 1: (a) Average age of organic aerosol in the Eastern United States in July using the Volatility Basis Set. (b) 
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ing the levels and composition of the SOA using a high-resolution Aerosol Mass Spectrometer, volatility 
using a thermodenuder, and CCN activity using a DMT CCN counter.

We made a significant contribution to the practice of AMS data analysis [2]. The most chemically 
sound metric for oxidation is the mean oxidation state of carbon: OSC = 2O:C-H:C, as described by 
Kroll et al. [9]. OSC is a “good” metric for oxidation and thus tends to increase monotonically during 
oxidation processes. In addition, non-oxidative phenomena such as dehydration (eliminating H2O) will 
change O:C but not OSC. This means that OSC should also be a “better” metric for AMS data analysis 
because it eliminates the need to accurately estimate the organic contribution to various water signals in 
the aerosol mass spectrum, which can come from myriad sources. In the process of analyzing data from 
these campaigns, we realized that the currently accepted data analysis procedures for AMS data did not 
properly conserve water. Specifically, signal of protons at m/z = 1 was ignored. Some water signal exists 
at m/z = 18, but some at m/z = 17 (OH), which should have a companion signal at m/z = 1. The 
omission of this signal has a negligible effect on the total organic mass, but a nontrivial effect on the OSC 
calculation. In addition, we were able to work out an appropriate way to account for organic nitrates (RO- 
NO2) by treating the NO2 moiety as an independent group and ignoring it for calculations of O:C and OSC.

In a succession of aging experiments on the toluene SOA system we showed that OA produced under 
more highly oxidizing conditions was significantly more oxidized, less volatile, and more hygroscopic (act­
ing as a better CCN) than OA produced under less highly oxidizing conditions. Significant signals from 
organic nitrates observed at high NOx levels are also relatively volatile, as expected based on volatility pre­
dictions [7]. We observed a modest inverse relationship between hygroscopicity and OSC, as shown in Fig. 
2, suggesting that the less volatile, more oxidized material remaining after thermal denuding may well con­
sist of higher molecular weight products (oligomers), which have reduced hygroscopicity [7]. We developed 
a methodology to better constrain the volatility distribution of organic aerosol before and after aging by 
combining thermodenuder measurements with dilution experiments [8].

Using data from the FLAME-III campaign at the Missoula Fire Sciences Laboratory, we found that 
both fresh and aged organics in wood smoke (BBOA) are significantly light absorbing (brown), though the 
aged (SOA) from BBOA has a lower molar absorptivity (kOA) [12]. These observations were part of the 
foundation for the FLAME-IV campaign.

Expt 4 Non-denuded 
Expt 4 Thermally-denuded 
Expt 6 Non-denuded 
Expt 6 Thermally-denuded

Expt 5 Non-denuded 
Expt 8 Non-denuded 
Expt 9 Non-denuded

0SC

Figure 2: (a) Relationship between hygroscopicity (k) and oxidation state of carbon ( OSc) during aging of SOA 
formed from toluene photooxidation.
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Figure 3: (a) Fraction of POA to total OA as a function of time of oxidation. Control chamber was left unperturbed 
for the course of the experiment. After 3 hours of oxidation, half of the suspended OA was SOA, the other half POA. 
(b) Time series of elemental O:C calculated from high-resolution AMS data. Little oxidative change was seen in the 
POA measured from the control chamber, while oxidation caused a doubling of O:C in the suspended OA.

FLAME-IV: The FLAME-IV experiment made use of a dual smog chamber setup [16], which allowed for 
more precise understanding of biomass burning organic aerosol (BBOA) composition changes, mass en­
hancements, and other physical properties than the single-chamber design used in FLAME-III (also with 
CMU participation) [12]. During FLAME-IV we developed a significant collaboration with Los Alamos 
National Lab (Manvendra Dubey) focused on experimental constraints of biomass burning optical proper­
ties. When using one chamber as a control and the other as a photochemical reactor, we can more accurately 
characterize chemical evolution of the primary smoke emissions, and constrain any changes in our aerosol 
due to wall losses. The “control” is sometimes no action and sometimes some form of aging for comparison; 
we calculate dual-chamber enhancements (DUCE) in each case. This eliminates the burn-to-burn variability 
of smoke as a source of variability.
Methods:

• Aerosol non-refractory chemical composition analysis using the HR-ToF-AMS.

• BC quantification in biomass-burning emissions using the Single- Particle Soot Photometer (SP2)

• Collection efficiency estimation and change with BBOA chemical evolution measured using the light 
scattering single particle (LSSP) module from the HR-ToF-AMS.

Results: For all experiments performed at FLAME-IV, we measured the chemical evolution of the non­
refractory aerosol. In the Ponderosa Pine and Black Spruce burning experiments, the BC mass measured by 
the SP2 was low compared to the organic mass measured by the AMS. Inorganics measured by the AMS 
were negligible. For a series of fuels selected as potential high emitters of ice nuclei (IN), BC and inorganics 
comprised a much higher fraction of the total particulate mass, including very high levels of chlorine for 
two of the fuels. Regardless of the chemical perturbation (UV lights, O3, OH from HONO+UV), we see 
chemical changes in the BBOA in our reaction chamber, indicating that secondary organic aerosol (SOA) 
formation is important for the fuel types and burn conditions of these experiments. Using a residual method, 
we have estimated the amount of primary organic aerosol (POA) versus SOA as a function of time from 
chemical perturbation. Interestingly, even when there is no measured mass enhancement, which was the 
case for some of the experiments, there is oxidation of the aerosol. Fig. 3a shows this, as the fraction of POA 
decreases when ozone is added to the reaction chamber in the 121101 Ponderosa Pine experiment. Fig. 3b
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Figure 4: Time series identifying the presence of organonitrates for 121110 Black Spruce burn. Top panel shows the 
fraction of measured nitrate to total organic mass, with a dramatic increase prior to 4:00PM in the chamber where OH 
was added from HONO+UV (black markers), and a more gradual increase in the chamber where only UV lights were 
applied (blue markers). Bottom panel shows measured nitrate and organic masses from the AMS and BC mass from 
SP2 used for wall corrections.

shows the evolution of oxidation in the particles as a function of time from the ozone injection, as well as 
the lack of chemical change in the non-perturbed control chamber.

As Fig. 4 shows, we also see indications of the formation of organic nitrates with oxidation. We observe 
strong signals of m/z = 30 (NO+) and m/z = 46 (NO+) in the POA for almost all experiments, with an 
increase (relative to total measured organic mass) after the chemical perturbation. The fragmentation ratio 
between NO+ and NO+ is of order 10 for all experiments, consistent with organic nitrates.

Optical Closure: In collaboration with LANL, we perform optical closure analysis to determine the imagi­
nary part of the refractive indices (absorptivity) of organic aerosol (OA) in fresh and aged biomass burning 
emissions. The derived imaginary part of the refractive indices (kOA) can be used in chemical transport mod­
els employing Mie-theory to predict light absorption for different atmospheric conditions. Optical closure 
combines Mie theory model calculations with light absorption and aerosol size distribution measurements to 
determine optical properties of the aerosol [12]. The procedure includes the following steps:

1. Measure black carbon (BC) and total size distributions using a Single Particle Soot Photometer (SP2) 
and a Scanning Mobility Particle Sizer (SMPS), respectively.

2. Infer he mixing state of BC and OA from the SP2 and SMPS measurements [12].

3. Measure bsorption coefficients as a function of wavelength of the aerosol ensemble using a 7-wavelength 
Aethalometer and a 3-wavelength Photo Acoustic Soot Spectrometer (PASS-3, LANL).

4. Optimize the Mie-theory model using BC and OA size distributions as inputs in order to match the 
observed absorption coefficients, with the free parameter being the wavelength-dependent kOA.

Fig. 5a shows an example of optical closure analysis, for fresh black spruce emissions. The red symbols 
are the absorption coefficient data points used to constrain the Mie theory model (black solid line). The 
Aethalometer measurements are prone to artifacts related to organic loadings on the filter, which can lead to 
bias in the magnitude of the absorption coefficients; however, the Aethalometer is reliable in determining the 
wavelength-dependence of the absorption curve [12]. PASS-3 provides more accurate absorption coefficient 
measurements. In this work, we use the PASS-3 data to scale the Aethalometer data, and then the data points 
from the two instruments are used in the optical closure analysis, as shown in Fig. 5a. The advantage of

4



* PASS-3

▼ Aethalometer

▼ Aethalometer (corrected) 

— Mie theory model

900 1000

- Different colours correspond to different fuels
- Filled symbols: fresh
- Open symbols: aged

0.04

O 0.03

0.02

Diesel OA0.01

0.01 0.1 1

Figure 5: (a) Optical closure analysis for fresh black spruce emissions to obtain molecular absorption coefficient 
(kOA) for one burn condition. (b) Overall relationship between absorptivity (browness) of BrC and black-carbon 
content (BC:OA) of the emissions.

this over relying solely on PASS-3, is to obtain more data points over a wider range of wavelengths, which 
constitutes a better constraint.

Analyzing the optical properties of the complete set of burns, with and without aging chemistry, we 
observed a relationship between the molecular absorptivity (kOA) of the brown carbon and the amount of 
black carbon in the BBOA (BC:OA). This relationship is mechanistically plausible, as it suggests that the 
chromophores in BBOA brown carbon are “frustrated black carbon” formed by the same pyrolysis mecha­
nism in fuel rich combustion conditions. These findings to not suggest that the overall absorptivity (babs) of 
high-BC biomass-burning emissions is higher than smoky high-OA emissions, because the mildly absorbing 
BrC in emissions with high OA content can still lead to more overall absorption. It does show, however, that 
on a molecule by molecule basis the high BC brown carbon is far more efficient at absorbing light.

The implications of this finding are substantial, and thus we were able to publish the work in Nature 
Geoscience [14]. First, the relatively refractory brown carbon does not evaporate in most thermodenuders, 
and it exists both as a coating on BC cores as well as independently in an external mixture (as part of 
“tarballs”). This means that analysis of optical properties - specifically lensing - in experiments where 
thermodenuders are used to strip OA off of BC cores must be undertaken with great care to consider both the 
(absorbing and lensing) BrC residual after thermal denuding as well as the externally mixed (absorbing) BrC 
that remains after thermal denuding. This can significantly affect data interpretation. Second, the findings 
suggest an easily implementable parameterization that could and does explain variability in absorptivity for 
various biomass burning environments around the globe. We have in fact developed and implemented such a 
parameterization in the global model GEOS-Chem and shown that it has high skill in predicting absorptivity 
in biomass-burning emissions. We also showed that proper treatment of both the mixing state and coupled 
absorption and refraction in lensing BrC material has a large effect on the predicted optical properties [13].
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The contribution of organics to atmospheric 
nanoparticle growth
Ilona Riipinen1,5*, Taina Yli-Juuti* 2, Jeffrey R. Pierce3, Tuukka Petaja2, Douglas R. Worsnop2,4, 
Markku Kulmala2 and Neil M. Donahue5

Aerosols have a strong, yet poorly quantified, effect on climate. The growth of the smallest atmospheric particles from diameters 
in the nanometre range to sizes at which they may act as seeds for cloud droplets is a key step linking aerosols to clouds and 
climate. In many environments, atmospheric nanoparticles grow by taking up organic compounds that are derived from biogenic 
hydrocarbon emissions. Several mechanisms may control this uptake. Condensation of low-volatility vapours and formation of 
organic salts probably dominate the very first steps of growth in particles close to 1 nm in diameter. As the particles grow 
further, formation of organic polymers and effects related to the phase of the particle probably become increasingly important. 
We suggest that dependence of particle growth mechanisms on particle size needs to be investigated more systematically.

ccording to the Intergovernmental Panel on Climate Change, 
the impacts of aerosol particles on clouds are the largest 
individual source of uncertainty in estimates of the Earth’s 

energy balance1. Most atmospheric cloud droplets are formed from 
aerosol particles (cloud condensation nuclei, CCN). CCN concen­
trations control cloud droplet numbers, influencing precipitation 
and the amount of sunlight reflected to space. We must understand 
the processes controlling the concentration of atmospheric CCN to 
understand the climate effects of aerosols.

Atmospheric aerosol particles range from nanometres (10-9 m) 
to hundreds of micrometers (10-4 m) in diameter, but only par­
ticles larger than 30-100 nm can act as CCN (ref. 2; Fig. 1). 
Anthropogenic combustion processes emit many particles that 
are initially smaller than 100 nm, and the clustering of vapours 
is a major source of new particles around 1 nm in diameter in 
the planetary boundary layer (see Fig. 2 for an example of a par­
ticle formation event observed at the Hyytiala research station in 
boreal forest)3-4. These small particles must grow in size to influ­
ence clouds, and this growth happens primarily through the 
uptake of vapours. Growth from 1 nm to 50 nm in diameter cor­
responds to more than a 100,000-fold increase in particle mass. 
The condensing vapours thus determine the composition of the 
CCN that form through this uptake. Furthermore, growth needs 
to be fast enough to compete with scavenging by larger particles5 
(Fig. 1). Observed diameter growth rates of new atmospheric 
particles range from about 0.1 to tens of nanometres per hour3,6, 
depending on the environment. Measurements extending down to 
1 nm indicate that growth rates typically increase with particle size 
during intense particle formation6,7.

Organic compounds constitute 20-90% of the submicron aero­
sol mass, depending on location. Most of this contribution is sec­
ondary — that is, these submicron organic particles form in the 
atmosphere through the oxidation of volatile organic compounds 
(VOCs) by O3, OH and NO3, followed by the conversion of the gas­
eous oxidation products to particles8. The VOCs emitted by plants 
are probably the dominant source of secondary organic aerosol

(SOA)9, although recent studies also indicate a strong anthropo­
genic influence on SOA formation10.

SOA comprises thousands of compounds, complicating our 
understanding of its behaviour. Although sulphuric acid11,12, water 
and basic compounds (such as ammonia and amines)13-15 drive 
the very first steps of atmospheric particle formation, their con­
densation typically explains only a small fraction of atmospheric 
nanoparticle growth5,12 — with the exception of some sulphur-rich 
environments16,17. Instead, oxidation products of VOCs — most 
importantly, biogenic monoterpenes — are the main drivers of 
atmospheric new particle formation in many rural6,12,18-21 and urban 
sites12,20,21. In Hyytiala, for example, nanoparticle growth shows a 
clear correlation with monoterpene concentrations6 and the mass 
flux of organics to the aerosol phase22. Of the atmospheric oxidants, 
OH seems to be of importance in the initial steps of aerosol forma­
tion. When aerosols exceed a diameter of 5 nm, a stronger connec­
tion with ozonolysis has been reported23.

Whether a molecule will reside in atmospheric nanoparticles 
depends on its volatility — that is, its tendency to evaporate com­
pared with the rate at which it is added to the particles. The latter is 
driven by condensation and/or chemical reactions. Most state-of- 
the-art global aerosol models are split in their assumptions regard­
ing the volatility of secondary organics. Some models assume that 
secondary organics are completely non-volatile, in which case the 
uptake of SOA components is governed solely by the gas phase18,24, 
and the only mechanism removing SOA from the atmosphere is 
deposition. Other models assume that SOA is semi-volatile and 
thus able to evaporate, but in constant thermodynamic equilib­
rium with the gas phase25. Neither of these approaches adequately 
describe atmospheric aerosol populations5,26 — the former neglects 
SOA evaporation and the latter cannot capture the growth of atmos­
pheric nanoparticles. The two approaches result in considerably dif­
ferent aerosol size distributions and CCN concentrations5.

The role of biogenic organic compounds in nanoparticle growth 
initiates a coupling between biosphere and climate: emissions from 
plants influence aerosol concentrations and clouds, whereas climate
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Figure 1 | Connections between volatile organic compound (VOC) emissions, nanoparticle growth, climate and air quality. VOCs are oxidized by O3,
OH and NO3, and the vapours formed in these reactions condense on to particles. Freshly formed particles must grow from -1 nm to 30-100 nm before 
colliding with larger particles to have an impact on climate. Uptake of organic vapours is a major source of the growth of these small particles. Because the 
biosphere is a major source of VOCs, a feedback loop exists between the biosphere, aerosols and climate. This study focuses on the impact of organics on 
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affects vegetation growth and VOC emissions27 (Fig. 1). Understanding 
this cycle is a prerequisite for reconstructing historical aerosol load­
ings and predicting future climate. Resolving the processes driving the 
uptake of organic compounds by atmospheric nanoparticles is a key 
requirement for this task. Here we summarize the potential mecha­
nisms governing atmospheric nanoparticle growth by organic vapour 
uptake, discuss the importance of these mechanisms for varying par­
ticle sizes and review the remaining questions, with a particular focus 
on particles smaller than 50 nm in diameter. We also highlight recent 
findings relating to the larger submicron SOA particles, which have 
potential relevance for nanoparticle growth.

Organic vapour uptake mechanisms
The most commonly proposed mechanisms for organic uptake by 
nanoparticles include production of low-volatility vapours by gas- 
phase oxidation of organic precursors and their reversible partition­
ing (condensation and evaporation)28; formation of organic salts 
through chemical reactions in the particulate phase21,29; and forma­
tion of organic oligomers and polymers30,31 (Fig. 3).

The composition of atmospheric nanoparticles is difficult to meas­
ure directly, and constraints from multiple instruments are needed for 
a balanced picture of their growth. Size-resolved composition meas­
urements with mass spectrometers indicate that organic compounds 
are present in particles greater than 8 nm in diameter (thermal desorp­
tion mass spectrometry (TD-CIMS)21 data), and that they dominate 
the growth of particles greater than 20 nm in diameter in the boreal 
environment (aerosol mass spectrometer (AMS)32 data; Fig. 2d). 
These organic-containing particles are water-soluble33, although 
less so than pure sulphate. Reduced solubility of nucleated particles 
indicates that organics may even be present in particles smaller than 
3 nm (ref. 34). Oxidized organics have also been detected in grow­
ing nanoparticles around 20 nm in size in a more anthropogenically 
influenced environment35, using the nano aerosol mass spectrometer.
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However, despite convincing evidence of their presence, the exact 
identities of the organic molecules driving the growth of atmospheric 
sub-50-nm particles are largely unresolved.

The net uptake of a compound i by a nanoparticle is driven by the 
difference of the condensational and/or chemical flux (governed by 
gas-phase concentration of i and/or its precursors) and the evapora- 
tional flux (governed by volatility of i)22 to/from the particle (Fig. 3). 
If the particle is well mixed, the volatility of i is directly related to 
its equilibrium vapour pressure over the particle surface, pe, which 
is determined by the pure component saturation vapour pressure, 
particle curvature (through the Kelvin effect)15 and bulk composi­
tion. Box model calculations of the condensation and evaporation 
of organics indicate that equilibrium vapour pressures as low as 
10-8 to 10-7 Pa (concentrations below 10-3 to 10-2 pg m-3 or 106 to 
107 cm-3) are needed to explain the growth of sub-50-nm particles in 
continental forest environments22. These low-volatility compounds 
are produced either by gas-phase reactions or particulate-phase 
processing. The abundance and chemical reactivity of the precursor 
molecules define the pathways for the formation of such material.

Gas-phase formation of condensable vapours through VOC oxi­
dation is the major mechanism creating SOA mass. Unfortunately, 
there are no direct and comprehensive gas-phase measurements 
of the products of these reactions. It is therefore not clear if they 
generate compounds with saturation vapour pressures low enough 
to grow atmospheric nanoparticles without chemical processing in 
the condensed phase. The saturation vapour pressures inferred from 
observations of atmospheric aerosol growth and evaporation22,36 are 
generally lower than those measured for identified monoterpene 
oxidation products17,37. Using the properties of organics inferred 
from smog chamber data, it can be estimated that the net condensa­
tion of gas-phase oxidation products of monoterpenes can poten­
tially explain a significant fraction of nanoparticle growth in boreal 
forests, but not necessarily all of it28.
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Figure 2 | Particle formation event on 23 July 2010 in Hyytiala, Finland4.
a,b, Aerosol size distribution measured with a differential mobility particle 
sizer (DMPS) and a neutral cluster and air ion spectrometer (NAIS). 
c, Median diameter of the growing particles. Dp, particle diameter, d, >20 nm 
particle composition measured with the aerosol mass spectrometer (AMS). 
e, Concentrations of gas-phase sulphuric acid from the chemical ionization 
mass spectrometer (CIMS)11 and organic acid proxy, whose diurnal profile 
was constrained by measured malonic acid concentration and level by 
organic flux to the aerosols. f, Modelled composition of particles growing 
by uptake of sulphuric acid, organic acid, trimethylamine (5 x 107 cm-3) and 
ammonia (2 x 1010 cm-3), where the initial cluster contains sulphuric acid and 
trimethylamine13, saturation vapour pressure of the organic acid is 10 times 
higher than sulphuric acid, and the stability of aminium salts is 1000-fold 
higher than ammonium salts13.

The formation of organic salts through particulate-phase reac­
tions of organic acids with amines or ammonia is another plau­
sible source of low-volatility organic compounds in growing
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Figure 3 | The processes influencing organic vapour uptake by 
atmospheric nanoparticles. csJ is the concentration of compound i at 
the particle surface; cpj is the concentration of i in the bulk; peqJ is the 
equilibrium partial pressure of i at the particle surface and proJfar away 
from the surface; and ami is the mass accommodation coefficient of i. T, 
temperature; Dp, particle diameter. Mass transport is proportional to the 
vapour pressure or concentration gradients in the gas or particulate phase, 
and, in practice, coupled with heat transport (due to the latent heat of the 
phase transition reactions).

nanoparticles. Increased amounts of organic acids and amines 
have been identified in imp actor samples of SOA mass collected 
from Hyytiala during particle formation events38. Campaign-wise 
data collected with the TD-CIMS instrument indicate that organic 
aminium salts can explain, on average, 23% and 47% of the growth 
of 10 nm particles in Hyytiala and Tecamac, Mexico, respectively21. 
However, the presence of amines in atmospheric particles smaller 
than 50 nm in diameter in Hyytiala has not yet been verified by 
other mass spectrometric techniques, such as the AMS (Fig. 2d) or 
the atmospheric pressure inlet time-of-flight mass spectrometer (for 
clusters smaller than 2000 amu)39, which observe ammonia rather 
than clear signs of amines.

Polymerization is another potential mechanism for generating 
low-volatility organic compounds in atmospheric nanoparticles. 
Although the formation of organic salts involves acid-base chem­
istry, polymerization is simply the formation of high-molecular- 
weight molecules from organic monomers. Organic polymerization 
has been observed in biogenic and anthropogenic SOA (refs 40-42), 
but it is not clear whether it is fast enough to play a role in atmos­
pheric nanoparticle growth. Potential chemical pathways for gener­
ating these high-molecular-weight organics involve the presence of 
water, acid- or ammonium catalysed reactions, esterification, or the 
formation of low-volatility organosulphates40-42. Although labora­
tory studies indicate significant growth of 10-20 nm sulphate parti­
cles when exposed to glyoxal — one of the main oxidation products 
of isoprene and aromatics, and a potential source of oligomers — 
no such indications of oligomer formation have been observed for 
nanoparticles smaller than 10 nm in diameter31.

The potential importance of particle phase state
Secondary organic aerosols have been observed in solid and amor­
phous phases in both field and laboratory studies43,44, challenging 
the traditional picture of SOA as a complex liquid mixture. Mixing 
in solid and amorphous phases could be reduced45-46 — as molec­
ular diffusion is much slower in solid and amorphous material 
than in liquids — with potential implications for vapour uptake. 
Biogenic SOA particles greater than 30 nm in diameter have been 
observed to bounce when impacted on a plate43, implying that their
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Box 1 | Processes governing organic vapour uptake by nanoparticles

Particle size

Processes affecting vapour uptake 1—5 nm 5—20 nm 20—50 nm >50 nm

Reversible net condensation of gas-phase oxidation products a Important
?

b Important
?

b
Important

b
Important

Organic salt formation
c

Important
d Important

?
e Potentially important 

?
e Potentially important 

?

*Polymerization/oligomerization f Potentially important 
??

f Potentially important 
??

g Important
?

g
Important

*Particulate-phase transport effects h Not important 
?
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?
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Figure B1 | Importance of processes affecting organic vapour uptake by atmospheric nanoparticles. Green, processes that should be considered when 
modelling nanoparticle growth by organics; yellow, processes that are probably needed for building a complete picture of the growth; and red, processes 
that are probably not important for the size range in question. The certainty of the conclusion is indicated by the number of question marks: two, very 
uncertain; one, slightly uncertain; none, likely. *Polymerization/oligomerization can affect nanoparticle growth through formation of high-molecular-weight 
and low-volatility compounds, as well as through particulate-phase transport processes by, for example, trapping semi-volatile species.

a, Observed growth rates from 1.5-3 nm can exceed possi­
ble sulphate condensation by a factor of 5-10 in summer5-7. 
Hygroscopic growth of the smallest particles is also lower than 
expected from inorganic salts. Although Kelvin effects impede 
reversible uptake considerably at these small sizes15,22,28, it is pos­
sible that organics with sufficiently low saturation vapour pres­
sure can condense28.

b, Above diameters of 5 nm, organic condensation becomes 
increasingly significant with growing particle size, as the Kelvin 
effect decreases rapidly with increasing particle size15,22,26,28.

c, tte first steps of atmospheric particle formation are very likely 
to involve acid-base chemistry13,14,21, and there are indications 
that organics are present already at <3 nm (ref. 34).

d, Nanoparticle observations above 5 nm show evidence of 
acid-base chemistry involving organic acids and, especially, 
amines21,29,38.

e, Standard secondary organic aerosol formation experiments 
show little evidence for condensation enhancement for all but

the most acidic seed particles, and any observed acidity effects 
have been attributed to oligomerization10.

f, Oligomerization reactions in the gas phase have been proposed 
as sources of very low-volatility condensable organics, espe­
cially through reactions from Criegee intermediates with organic 
acids18,41, although experimental attribution under ambient condi­
tions remains elusive. Growth of 10-20 nm particles by polymeri­
zation has been observed in the laboratory31. For particles below 
10 nm, no indications of polymerization have been reported31.

g, Strong evidence shows organic macromolecules in particles of 
>20 nm diameter41.

h, Transport effects for particles <20 nm in diameter require 
extreme diffusion limitations46, and observations of glassy 
behaviour are less evident at the smallest sizes43.

i, Clear evidence for viscous behaviour has been reported for 
particles of >30 nm diameter43, and estimates on diffusion time­
scales and observed slow evaporation support potential trans­
port limitations as the particle size increases44.

mechanical properties are not liquid-like. Bouncing decreases for 
17-30 nm particles, indicating a different phase for smaller parti­
cles44. Furthermore, 100-200 nm SOA particles tend to evaporate 
more slowly than expected based on traditional theories, potentially 
due to the particles being poorly mixed45,46.

Quantitative estimates of mixing timescales for 1 nm to CCN- 
sized particles require knowledge of molecular transport in these 
particles. Order-of-magnitude estimates of these timescales can 
be obtained by using the Stokes-Einstein equation, which relates 
viscosity to ‘self-diffusion coefficient, and uses the protein bovine 
serum albumin (BSA) as a proxy for semisolid organic aerosol47. 
tte diffusion coefficient of BSA is estimated to vary from 10-20 
to 10-10 cm2 s-1 over a range of ambient relative humidities. ttis 
results in a huge range of mixing timescales for 1-50 nm parti­
cles — spanning microseconds to days. For a diffusion coefficient 
of 10-15 cm2 s-1, the mixing timescales lie on the order of seconds, 
minutes and hours for 5, 20 and 50 nm particles, respectively ttese
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mixing timescales correspond roughly to characteristic evaporation 
timescales of a molecule with peq = 10-6 Pa (10-1 gg m-3), assuming 
a mass accommodation coefficient of unity. Based on these rough 
calculations, it can be concluded that particle-phase diffusivity is 
expected to have a significant impact on organic uptake at x smaller 
than 10-10 to 10-9 cm2 s-1 Pa-1, where x is defined as the ratio between 
diffusivity to equilibrium vapour pressure.

ttere are several complications regarding these diffusivity cal­
culations. First, the self-diffusion coefficients are defined for BSA, 
which is an ideal mixture of identical molecules, and the obtained 
timescales probably represent an upper limit: for small molecules 
like atmospheric oxidants or water, the timescales are several orders 
of magnitude shorter47. Second, the application of diffusion theory 
is questionable for nanoscale particles. ttird, the diffusivities of 
atmospheric SOA components are probably strong functions of tem­
perature and relative humidity, whereas most of the measurements 
of the biogenic SOA phase have been conducted at a single relative
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humidity or temperature, dry45 or in a low pressure environment43. 
Atmospheric nanoparticles show hygroscopic growth33, so there is 
probably some water in all surface-level nanoparticles. Also, one 
could speculate that nanoparticle growth rates are dependent on 
relative humidity, if mixing were limiting the growth. Until now, no 
such correlation has been reported. These uncertainties in the mix­
ing calculations highlight the need for understanding the identities of 
the mixture of molecules present in atmospheric sub-CCN particles.

The importance of particle size
Numerous mechanisms affect the contribution of organics to nano­
particle growth (Box 1). No single compound or mechanism gen­
erally explains atmospheric nanoparticle growth from clusters to 
climatically relevant sizes. This complicates the interpretation of 
observations; for instance, the size-dependence of growth can be 
reproduced with multiple combinations of mechanisms and con­
densing vapours7.

Acid-base chemistry and the condensation of nucleating vapours, 
such as sulphuric acid, ammonia and amines, is probably important 
for the growth of nanoparticles less than 5 nm in diameter. Studies 
on the growth and composition of 1-5 nm particles indicate6,7,34 that 
organic compounds also contribute to growth, even at these small 
sizes. Although direct composition measurements of very small 
particles are challenging due to their minuscule masses, building an 
understanding of particle growth is simplified by the limited num­
ber of processes and vapours in play. There are no observations of 
polymer formation in atmospheric particles 1-5 nm in diameter31, 
and issues related to mixing are of minor importance compared 
with evaporation of the particle constituents — due to the short 
mixing timescales.

Besides directly affecting the uptake of organic acids, bases 
affect the uptake of sulphuric acid by nanoparticles48. Sulphate 
concentration and particle acidity may, in turn, link back to the 
uptake of organics. Growth calculations with a conceptual model 
indicate that these interactions are particularly important for the 
smallest nanoparticles (Fig. 2f). The relative importance of sul­
phate and organics changes rapidly up to diameters of 5 nm, after 
which the system relaxes to a steady composition, in which organ­
ics dominate particle growth. Below 5 nm, the uptake of sulphate, 
bases and organics is non-linear, depending on the abundance and 
properties of all the condensing molecules. We therefore expect 
that the relative contribution of ammonia, amines, sulphuric acid 
and organic compounds to the growth of 1-5 nm particles varies 
greatly with atmospheric conditions.

At diameters between 5 and 50 nm, nanoparticle growth is likely 
to be driven by a combination of mechanisms, whose relative con­
tributions are poorly constrained. First, observations of the contri­
bution of organic salts at these sizes are not fully consistent21,38,39. 
Second, evidence for polymer formation below 50 nm is limited to 
laboratory studies31. Furthermore, if the SOA particles are solid, it 
might only affect vapour uptake at particle sizes larger than 30 nm43 
— and the implications of solid-phase formation are poorly con­
strained theoretically. All of the mechanisms mentioned in this arti­
cle probably play a role in the growth of nanoparticles over 50 nm in 
diameter, depending on the environment.

Future directions and large-scale implications
Techniques to measure the composition of atmospheric nanopar­
ticles in a size-dependent manner are evolving rapidly14-21-35-39-49. 
This development will hopefully help to confirm some of the 
above-mentioned uncertainties, such as the presence or absence 
of organic polymers in sub-50-nm particles, and the size at which 
growing nanoparticles start to resemble the larger background 
aerosol. Although measurements of atmospheric volatile organic 
compounds are becoming routine, measurements of their low-vol­
atility oxidation products are in their infancy39,49,50. However, these

measurements are needed to bridge the gap between volatile pre­
cursors and nanoparticle growth, and secondary organic aerosols 
in general. Coordinated studies of the atmospheric composition 
and size distribution and of aerosols, using multiple instruments in 
varying environments and conditions, would help to constrain the 
processes limiting the growth of atmospheric nanoparticles.

Measurements of the thermodynamic and kinetic properties 
of low-volatility organic compounds are also needed to constrain 
the gas- and particulate-phase transport relevant to nanopar­
ticles. Particularly important in this respect is the detection of 
saturation vapour pressures, condensed-phase activities, mass 
accommodation coefficients and condensed-phase transport coef­
ficients of organic vapours. Growth in the sub-20-nm size range 
is particularly sensitive to the particle surface curvature, and 
accurate estimates of the surface tension and density of atmos­
pheric particles are needed to predict the size-dependence of 
nanoparticle growth15.

At the global level, predictions of the concentration of cloud 
condensation nuclei are sensitive to secondary organic volatility 
and nanoparticle growth in atmospheric models5,24,26. Monoterpene 
emissions have been estimated to double CCN numbers over 
boreal forests18, resulting in a radiative forcing ranging from -1.8 to 
-6.7 W m-2. Uncertainties in the mechanism of secondary organic 
condensation can yield uncertainties in regional cloud condensa­
tion nuclei concentrations that exceed 25%18,24-26. This corresponds 
to an uncertainty in regional radiative forcing of more than 1 W m-2 
(ref. 5). To improve estimates of the climate impacts of organics, 
atmospheric models need to capture nanoparticle growth without 
compromising predictions of secondary organic aerosol mass budg­
ets and properties. First attempts have been presented, typically 
combining a semi-volatile species that can evaporate and a species 
with negligible volatility5,26.

Organic compounds play an important role in the growth of 
atmospheric nanoparticles to sizes at which they can influence 
clouds and climate. Although we are advancing quickly in our 
understanding of the role of organics in nanoparticle growth, the 
exact molecules and mechanisms driving growth are yet to be 
resolved. It is evident that the importance of the different uptake 
mechanisms and chemical processes is highly dependent on the size 
of the nanoparticle. On the one hand, organic vapours responsible 
for the first steps of aerosol formation — yielding particles around 
1 nm in diameter — cannot explain the growth of nanoparticles to 
climatically relevant sizes. On the other hand, the behaviour of bulk 
secondary organic aerosol mass, being typically dominated by parti­
cles greater than 50 nm in diameter, also gives an incomplete picture 
of nanoparticle growth. Systematic studies on organic compound 
uptake mechanisms in particles ranging from 1 to 50 nm in diam­
eter are needed to bridge the gap between these two extremes. This 
is an important task, given that accurate predictions of nanoparti­
cle growth are necessary for an integrated assessment of the role of 
organic compounds in a changing climate.
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ABSTRACT: Secondary organic aerosol formation from volatile 
precursors can be thought of as a succession of generations of 
reaction products. Here, we constrain first-generation SOA formation 
from the a-pinene + OH reaction and also study SOA formation 
from a-pinene ozonolysis carried out without an OH scavenger. SOA 
yields from OH oxidation of a-pinene are significantly higher than 
SOA yields from ozonolysis including an OH scavenger, and the SOA 
mass yields for unscavenged ozonolysis generally fall within the range 
of mass yields for a-pinene ozonolysis under various conditions. 
Taken together, first-generation product yields parametrized with a 
volatility basis set fit provide a starting point for atmospheric models 
designed to simulate both the production and subsequent aging of 
SOA from this important terpene.

1. INTRODUCTION

Fine particulate matter (PM) causes adverse health effects1 as 
well as uncertain climate forcing.2 Between 20 and 90% of total 
PM is made up of organic components, and this fraction is still 
poorly understood.3 Much organic aerosol (OA) is secondary, 
produced when volatile organic compounds (VOCs) react in 
the atmosphere to form less volatile products that can condense 
to the particle phase. The reactions that form condensable gases 
are complex, dependent on many reaction conditions, and give 
wide ranges of secondary OA (SOA) formation.

SOA formation and evolution can be broken down into 
several stages. It starts with formation of first-generation 
products from the oxidation of VOC precursors by various 
oxidants. Product yields are often lumped by volatility via one 
of several lumping schemes.4,5 VOCs are also often lumped into 
emissions categories (anthropogenic, biogenic, biomass burn­
ing, etc.) and SOA mass yields are parametrized for these 
sources.6 Sometimes these parametrized yields are taken to be 
first-generation products, whereas sometimes they are taken to 
represent some form of final SOA formation. Regardless, the 
yield parametrizations are used in atmospheric chemical 
transport models (CTMs) to predict OA concentrations.

The second stage of SOA formation is the production of 
later-generation products via oxidation of first-generation 
products. This is called aging, which can be represented 
separately in CTMs.7 One form of aging is the gas-phase 
oxidation of first-generation products by OH radicals.8 Other 
forms include heterogeneous oxidant uptake to particles, 
condensed-phase accretion reactions, and photolysis (in either
the gas or aerosol phase).8-11

To accurately represent the aging process, it is important to 
constrain the first-generation chemistry for precursor VOCs

driven by each oxidant. Different VOCs and different oxidants 
present different challenges in this regard. Unsaturated 
precursors react with several oxidants, including OH, ozone, 
and NO3. Saturated precursors generally only react with OH, 
but the first-generation products will react with OH as well, 
sometimes more rapidly than the precursor. Thus, it is difficult 
to separate the first-generation of chemistry from subsequent 
oxidation.

a-Pinene is the most abundant monoterpene and is used in 
atmospheric CTMs as a component of biogenic SOA^12 The 
oxidation of a-pinene to form SOA has been studied 
extensively, characterizing the composition,13 reaction mecha- 
nism,14 and SOA yields under a variety of experimental
conditions.15-17 The past work has mainly focused on the
ozonolysis reaction, which has been thought to be the most 
efficient at forming SOA because it forms many multifunctional 
products.18 However, ozonolysis of a-pinene produces OH 
radicals with a stoichiometric yield of roughly 0.8.19 
Consequently, to isolate ozonolysis one must use an OH 
scavenger to remove the OH. However, because stable first- 
generation products are formed after a succession of reaction 
steps involving organic free radicals, the OH scavengers (HOx- 
ROx conditioners) invariably perturb the radical chemistry, 
influence the product distribution, and thus affect SOA mass 
yields.20 None-the-less, the first-generation products of a- 
pinene + ozone are relatively well constrained under a variety of 
conditions.
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OH oxidation reactions as well as photooxidation of a- 
pinene have been seen to form significant SOA as well.21-23 
Photooxidation studies can include both OH and ozone, 
making them difficult to interpret. Thus far, few studies have 
isolated the oxidation of a-pinene via OH under low-N0x 
(N0x = NO + NO2) conditions.21 Much work has focused on 
the overall identification of major gas-phase products from this 
reaction (under both high and low-N0x conditions),24'25 but 
first-generation SOA formation can be driven by relatively 
minor products. Eddingsass has determined SOA yields from a- 
pinene photooxidation, based on oxidation exposure; however, 
that work blurs the initial oxidation of a-pinene and the 
subsequent aging chemistry.26 Because direct constraints of 
first-generation SOA mass yields from OH oxidation are 
lacking, ozonolysis mass yields have been used as a proxy to 
calculate SOA formation from low-N0x a-pinene + OH 
reactions in CTMs.6

It is apparent that in addition to first-generation chemistry 
the OA field must move toward longer time scale experiments 
(and/or more oxidant exposure) where we can look at the 
effects of further generations of chemistry. Aging chemistry for 
a-pinene SOA systems is driven by OH and/or photolysis, as 
ozone will only react with the double bond on a-pinene. In 
recent work, we have used OH to age the SOA formed from a- 
pinene ozonolysis.8 In theory, this gives a very clean separation 
between first-generation ozonolysis products and later-gen­
eration OH reactions. However, OH scavengers typically used 
in ozonolysis systems would significantly hinder the aging 
reactions removing much of the OH desired for aging reactions. 
Therefore, in most aging experiments the ozone + a-pinene 
reaction is carried out without an OH scavenger and as a 
consequence roughly half of the a-pinene reacts with ozone and 
half with OH.27-30

SOA mass yields for the unscavenged a-pinene + ozone 
system and for first-generation a-pinene + OH are less well 
constrained than pure a-pinene + ozone. Because the 
unscavenged case involves a mixture of ozone and OH reaction 
products, we would generally expect SOA mass yields to fall 
between the mass yields for these two pure systems. 
Consequently, our objective for this work is to measure SOA 
production from unscavenged a-pinene + ozone and from 
isolated a-pinene + OH, to better constrain overall first- 
generation SOA volatility distributions and to test this mixing 
hypothesis. If the mixing hypothesis is successful, CTMs could 
then separately describe yields for OH-driven and ozone-driven 
oxidation of a-pinene (and presumably other species) and 
deduce overall mass yields via linear mixing of the two 
pathways.

2. MATERIALS AND METHODS

2.1. Experimental Setup. Experiments were performed at 
the Carnegie Mellon University (CMU) Smog Chamber, a 
10m3 Teflon bag suspended in a temperature controlled room. 
Prior to experiments the bag was cleaned by flushing with clean, 
dry air and exposure to high temperatures (~35 °C) and UV 
irradiation. After cleaning the chamber was maintained at 22 °C 
± 1.

All experiments were performed with ammonium sulfate 
((NH4)2SO4, Sigma Aldrich, 99.99%) seed particles. The seeds 
were formed by atomizing a 1 g/L solution of (NH4)2SO4 in 
water, drying and neutralizing the particles before they entered 
the chamber. Seed concentrations at the time of oxidation were 
always above 5 X 103 cm-3, and Tables 1 and 2 list the specific

Table 1. Ozonolysis Experiment Conditions

Experiment
Seed Concentration

X 103cm-3
[a-Pinene]i

(ppb) i
[03],
(ppb)

1 6.6 31.8 800

2 8.6 36.9 1000

3 7.4 17.6 800

4 7.8 25.8 1000

5a 12 26.7 460

6a 13 26.7 500

7a 12 22.8 450

aa-Pinene injection initiated the reaction.

Table 2. OH Oxidation Experiment Details

Experiment
Seed Concentration

X 103cm-3
[a-Pinene]i

(ppb) i
A[a-Pinene]i

(ppb) i
[OH]

X 106 cm"

1 9.9 38.9 19.4 2.6

2 9.5 21.8 16.3 2.0

3 12 27.4 14.9 7.0

4 6.5 32.4 13.3 3.2

5 10 46.5 18.4 2.3
6 5.5 39.3 20.1 7.2

7 14 47.0 20.6 2.4

initial seed concentrations. a-Pinene was added to the chamber 
via a septum injector flushed with clean air to volatilize and 
carry the precursor to the chamber. Typically chemistry was 
initiated by introducing the oxidant, either ozone or OH (via 
HOOH photolysis), to the chamber, except in a few ozonolysis 
experiments where a-pinene was added after ozone was mixed 
in the chamber (noted in Table 1). All seed particles were 
coated with organics during oxidation, which was verified with 
particle time-of-flight (PToF) aerosol mass spectrometer 
(AMS) measurements. This has also been shown in previous 
work with the ozonolysis system.8 In addition to the seed 
coating, there was new-particle formation of SOA in some 
experiments due to the rapid oxidation of the precursor 
(discussed further below).

We monitored a-pinene decay with a proton-transfer 
reaction mass spectrometer (PTR-MS, Ionicon) operated in 
selected ion mode. The instrument was calibrated to determine 
a-pinene's sensitivity (signal/ppb) with a known volume of a- 
pinene prior to each experiment.31 The particle phase was 
measured by both a scanning mobility particle sizer (SMPS, 
TSI classifier model 3080, CPC model 3010 or 3772) and a 
quadrupole aerosol mass spectrometer (Q-AMS, Aerodyne 
Research Inc.). Particle number concentration and volume were 
obtained from the SMPS. A unit density was used to convert 
SMPS volume to a normalized mass to compare to previous a- 
pinene literature. The AMS was used to monitor particle mass 
speciated using the standard fragmentation table.

2.2. SOA Mass Yields and Wall-Loss Corrections. When 
VOCs react with an atmospheric oxidant they form some 
products of lower volatility that can condense to generate SOA. 
In smog-chamber experiments we calculate an aerosol mass 
yield, Y, as the amount of SOA formed divided by the amount 
ofVOC reacted:

Y _ COA

ACRog (1)

where COA is the mass concentration of organic aerosol and 
ACrog is the amount of reacted organic gas. We measured
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these concentrations throughout an experiment to get multiple 
yield points while SOA formation progressed (these are called 
dynamic yields).32 To obtain a volatility distribution, we fit our 
data to the volatility basis set (VBS). The SOA is assumed to be 
in equilibrium with the vapors, and we use effective saturation 
concentrations, C*, spaced logarithmically as in Donahue, et 
al.33 Each individual product partitions according to:

Si
COA

-1

(2)

where £,i is the fraction of species i in the condensed phase. 
When we parametrize the fraction of a species i that resides in 
the particle phase, we also then determine the mass residing in 
the gas phase. For example, if the total OA concentration (C0A) 
is 10 jWg m-3, then a species with a C* = 10 jig m-3 will reside 
50% in the particle phase and 50% in the gas phase. Because of 
this equilibrium relationship, we can parametrize the product 
vapors in C* bins that are near C0A concentrations. Much more 
volatile C* bins must be constrained with a mass balance to 
track carbon through the lifetime of the OA

A major challenge in these mass-balance calculations is to 
properly treat the mass of OA deposited to the chamber walls 
during an experiment. There are two pathways for organics to 
reach the walls. The first is deposition of particles onto the 
walls. Deposition of particle number (and the associated mass) 
to the walls is relatively straightforward to treat if one can 
determine the particle wall-loss rate constant.34,35 The second 
pathway is condensation of secondary vapors to the walls - 
either to the particles already present on the walls or to the 
walls themselves.36 Here, we consider condensation of vapors 
to particles deposited to the walls earlier in an experiment. In 
general, we consider two limiting cases. In the first (designated 
m = 0), there is no vapor condensation to the walls (only to 
suspended particles). In the second (designated m = 1), 
condensation to particles on the walls is identical to
condensation to suspended particles.37,38

2.3. Ozonolysis Experiments (With No OH Scavenger).
Typically an OH scavenger is used to isolate the ozonolysis 
reaction as OH is formed from alkene ozonolysis.39,40 The 
scavenger is chosen so that the scavenger-OH reaction does 
not form products that can condense to form SOA, however 
the scavenger reactions affect the radical balance in the 
chamber. It is now known that by adjusting the RO2/HO2 
ratio in the chamber, the product distribution shifts as these 
radicals play an important role in the complex ozonolysis 
mechanism. This in turn affects aerosol yields in these 
systems.20 As we cannot completely isolate the ozonolysis 
chemistry without disrupting the radical balance, we have 
previously suggested that a-pinene ozonolysis yields be 
parametrized not only by NOx conditions, but also by the 
R02/H02 ratio under a low-N0x regime.

As we look to expand the system for OH aging after the 
ozonolysis chemistry, there is one novel OH scavenger that can 
also be used as an OH radical source: hydrogen peroxide 
(HOOH). In the dark for ozonolysis HOOH acts as an OH 
scavenger; when UV lights are turned on it becomes an OH 
source. First-generation SOA yields for this ozonolysis system 
have been reported previously.20 In any other case, however, an 
OH scavenger would severely hinder aging chemistry, as the 
scavenger would continue to react with OH when OH 
reactions with ozonolysis product vapors are preferred.

Without a scavenger in the system, any OH produced during 
ozonolysis reacts with gas-phase compounds in the chamber. 
Often the dominant compound is the same alkene that reacts 
with ozone (i.e., a-pinene). With molar yields of OH from a- 
pinene ozonolysis between 0.8 and 1, just less than half of the 
a-pinene in this system will react with OH instead of ozone 
(over the range of ozone concentrations used here we consider 
50:50 ozone versus OH reactions to be the upper bound on 
OH reactions with a-pinene).19 Some of the first generation 
gas-phase products will react with OH as the a-pinene 
concentration nears zero (and all OH reacts rapidly, meaning 
any aging reactions are completed essentially as soon as all the 
a-pinene has reacted). As aging chemistry is minimal in this 
system we calculate OA yields throughout the entire OA 
formation (see Table 1 for experiment details).

In the case of ozonolysis (with modestly high ozone 
concentrations), the chemistry is sufficiently fast (~1 h) and 
therefore at its completion there are few particles on the 
chamber walls. In this case the wall-loss correction is of little 
importance; for simplicity we use the m = 0 wall-loss correction 
assuming that gases only condense onto suspended par- 
ticles.15,37 For these experiments we can directly calculate the 
particle wall-loss rate from the SMPS normalized organic mass 
after the formation of SOA is complete and the only process 
occurring in the chamber is wall loss.

Wall loss varies with particle size, and could be of concern 
when there is a bimodal particle size distribution including a 
smaller nucleation mode of particles in the smog chamber.35 To 
assess the impact of nucleation on the wall-loss correction we 
divided the total organic mass into the masses of the two 
distributions and calculated the wall-loss rates for the small 
particles and larger particles separately. As expected, the smaller 
particles are lost to the walls much more rapidly than the larger 
distribution of seed particles coated with organics. When 
comparing the total organic mass wall-loss rate with separate 
rates for the two modes, we see that the total wall-loss rate is a 
linear combination of these two loss rates, weighted by the 
percent of total organic mass in each mode. The difference in 
these two corrections is therefore negligible and we can use the 
total mass wall-loss rate. We note that size-dependent wall-loss 
rates would be more important for a size distribution that 
changes throughout an experiment. This is not necessary for 
these experiments where the distribution does not shift much 
over the hour of chemistry (coagulation of nucleated particles is 
not significant and the nucleation mode remains present 
throughout the experiment). One cannot use the m = 1 
correction described by Hildebrant, et al.37 here with a large 
nucleation mode of particles which do not have a seed core, and 
this m = 1 correction becomes necessary for longer aging 
experiments as the percent of total mass on the chamber walls 
becomes significant.

2.4. OH Oxidation Experiments. For OH oxidation 
experiments, hydrogen peroxide (HOOH) photolysis was used 
to generate the oxidant. A 50/50 solution of HOOH in water 
(Sigma Aldrich) was bubbled into the chamber for an hour at 
the start of each OH oxidation experiment. Peroxide was 
injected before seed addition to minimize the loss of seed 
particles to the chamber walls. A visual inspection of the 
bubbler as well as an increase in relative humidity (~20%) 
verified the injection of HOOH. In these experiments a-pinene 
was first injected and then the UV lights were turned on to 
initiate chemistry by the formation of the OH radical. a-Pinene 
decay was used to calculate the OH concentration (Table 2)
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during the first 10 min of the experiment (at the CMU smog 
chamber we have typically seen constant OH concentrations 
from HOOH over the time scales of these experiments).

During OH oxidation experiments, we used excess a-pinene. 
This was to ensure that most OH reacted with a-pinene and 
not with reaction products of a-pinene + OH. Therefore, each 
of these experiments was only carried out for 1 h of OH 
chemistry. The initial a-pinene concentration as well as the 
amount of reacted organic gas (ACROG) is listed in Table 2.

Finally, ozone was produced during OH oxidation experi­
ments. Consequently, a-pinene continued to react after the UV 
lights were turned off and OH production had ceased (OH 
reacts almost instantaneously upon its formation). Ozone 
production was also apparent in the UV-absorption ozone 
monitor (Dasibi 1008 PC); however we could not measure 
ozone quantitatively via UV absorption because of HOOH 
interference with the UV absorption signal. Ozone formation 
has been seen in similar systems and is expected to form from 
ppt levels of NO in the smog chamber as well as residual 
material from the chamber walls.21 The effects of this ozone 
formation on the OH oxidation yields are discussed further 
below.

As we only consider the first hour of chemistry in these OH 
oxidation experiments, there are few particles on the walls and 
we can assume that gases only condense to suspended particles 
when performing a wall-loss correction.15,37 Because of ozone 
formation, the organic mass grows in the dark chamber after we 
have stopped the desired OH reactions. Therefore, we must 
calculate the wall-loss rate of the particles from the ammonium 
sulfate seeds as measured by the AMS. We did not observe 
new-particle formation in these experiments, and we observe 
that all the seed particles are coated with organics via PToF 
data. The wall-loss rate can then be calculated from the AMS 
seed mass and applied to the organic decay. The wall-loss rate is 
calculated from the seed decay after the seed has been coated 
with organics to avoid collection efficiency problems with 
uncoated seed particles. The wall-loss constant is used with the 
SMPS normalized mass (having subtracted out the seed from 
the total SMPS volume) to calculate the total SOA mass 
formed through OH oxidation.

2.5. Interfering Chemistry. OH radicals will react with 
first-generation products to age any SOA formed from a-pinene 
in both the ozone and OH oxidation experiments. This is 
unavoidable, yet our objective is to isolate first-generation SOA 
formation. In both cases the large rate constant for the OH + a- 
pinene reaction limits this interference. For ozonolysis, OH is 
formed from the ozone + a-pinene reaction and reacts 
immediately, largely with a-pinene. However, a straightforward 
simulation of the kinetics modeling the first-generation 
products as pinonaldehyde shows that up to 20% of those 
products may react with OH. For the direct OH + a-pinene 
SOA formation experiments, limited to 50% a-pinene removal, 
again at most 20% of the first-generation products may react 
with OH. This corresponds to an OH exposure (using 
pinonaldehyde as the model) of 2 X 106 OH-hr. However, 
the MUCHACHAS experiments that carefully isolated the 
effect of OH aging on the a-pinene SOA system showed that 
aging could approximately double the SOA mass yields after 
(2-4) X 107 OH-hr of exposure.41 On that basis, we estimate 
that the undesired aging of SOA in these experiments increased 
the observed mass yields by at most 10-20%.

In the OH-driven SOA formation experiments, some ozone 
formation was inferred based on residual a-pinene decay when

the OH source was turned off. However, while direct 
measurement of ozone via UV absorption was hindered by 
interference from peroxide absorption, even with a formation 
efficiency of 2 ozone molecules per a-pinene removed, at most 
40 ppbv of ozone would have been formed in these 
experiments. The oxidation rate of a-pinene by ozone at the 
end of the experiments was thus at most 1/3 of the rate by OH. 
The integrated a-pinene oxidation was thus at least 80% by 
OH.

On the basis of these considerations, we conclude that these 
experiments successfully isolated the desired reactions (un­
scavenged ozonolysis and OH oxidation) and their first- 
generation SOA formation.

3. RESULTS AND DISCUSSION 
3.1. Unscavenged Ozonolysis SOA Mass Yields. A yield 

curve was obtained using multiple ozonolysis experiments. 
Because of the high time resolution of the PTR-MS and SMPS 
we were able to calculate many time-dependent (dynamic) 
SOA mass-yield points for each experiment. The ozonolysis 
yields for several experiments are shown in Figure 1. The x axis,

Case 1: Ozone Initiated Chemistry:
O Experiment 1
O Experiment 2

0.4 O Experiment 3
O Experiment 4

Case 2: a-Pinene Initiated Chemistry:
O Experiment 5

n t
O Experiment 6
O Experiment 7

*
> o /

0.2 °/

0.1 ° yt*
/a

------- o
o

0.01 0.1 1 10 100 

C0A (n9 m3)

Figure 1. Scavenger-free ozonolysis mass yields. SOA mass yields for 
multiple a-pinene ozonolysis experiments are shown in the open 
circles. They are divided into experiments where ozone initiated the 
chemistry (case 1) and where a-pinene injection initiated chemistry 
(case 2). The SOA mass yields are independent of the initiating 
reactant. The a-pinene reacts to completion here, with up to 50% 
reacting with the OH formed through ozonolysis. These yields are 
obtained at low Coa (<100 m-3) to focus on atmospheric Coa
levels where subsequent aging chemistry would occur. The black line is 
a fit to the VBS; parameters are given in Table 3.

which gives the concentration of OA, is shown on a log scale to 
emphasize the atmospherically relevant range (1-100 pig m-3). 
The ozonolysis experiments were performed over that range as 
it has been shown that yield extrapolation from higher COA 
experiments is not accurate.16

There are two types of experiments shown in Figure 1 - Case 
1: those where chemistry was initiated by ozone injection and 
Case 2: those where chemistry was initiated by a-pinene 
injection. For Case 1, the a-pinene remained in the chamber, 
unreacted, for up to ten minutes. This facilitated a steady initial 
concentration reading for the ACROG calculation. Complete 
injection of a-pinene was verified in Case 1 (and no a-pinene 
was lost to the walls), therefore for Case 2 the initial
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Environmental Science & Technology Article

concentration of a-pinene could be calculated from the injected 
volume with uncertainty less than that of the instrument 
precision.

As pointed out in the Materials and Methods section, we use 
inorganic seed particles as a surface for the oxidized VOCs to 
condense onto. However, some new particle nucleation occurs 
specifically in the Case 1 experiments. In general, experiments 
in the CMU smog chamber observe that less nucleation occurs 
in Case 2 when we allow the ozone (added in excess) to mix in 
the chamber before allowing chemistry to proceed. Here we 
observe nucleation in Case 1 which ranges from modestly 15% 
of the organic mass up to 75% of the organic mass. This large 
difference in %OA in the nucleation mode for Case 1 can be 
attributed to differing reaction speeds for the ozonolysis in 
different experiments, governed by both the ozone concen­
tration and initial a-pinene concentration. We see no 
nucleation in Case 2. However, with either Case 1 or Case 2 
we see a yield curve independent of the level of new particle 
nucleation in Figure 1.

3.2. OH Oxidation SOA Mass Yields. Figure 2 shows the 
SOA mass yields from various OH oxidation experiments. No

O Experiment 1 
O Experiment 2 
O Experiment 3 
o Experiment 4 
O Experiment 5 
O Experiment 6 
O Experiment 7

Figure 2. OH oxidation mass yields. SOA mass yields for oxidation of 
a-pinene by OH are shown in the open circles for multiple 
experiments. a-Pinene was only allowed to react with OH (via 
HOOH photolysis) for 1 h to minimize aging chemistry because 
CTMs parametrize first-generation yields. The black line is a VBS fit to 
the data; parameters are given in Table 3.

experiment showed any new-particle formation, and we do not 
see a yield dependence on seed concentration under these 
conditions. We have examined the yields from this system, 
grouping the experiments with similar conditions: a-pinene 
starting concentration or amount reacted within 2 ppb, OH 
concentration of ~2 X 106 versus 7 X 106 molecules cm-3 
(Table 2). The OH oxidation experiments have more variability 
than is evident in the ozonolysis experiments. An example of 
the variability is experiments 1 and 5, which have similar A[a- 
pinene] and OH concentrations. Experiment 5 has a much 
higher yield than experiment 1.

One potential source of variability is the OH concentration; 
at higher OH (and more a-pinene consumption) we might 
expect more aging chemistry and thus higher yields. Experi­
ments 3 and 6 have an OH concentration of approximately 7 X 
106 molecules cm-3. We would expect that experiment 6 would 
have a higher yield because more a-pinene was reacted in that

case, and this is what we observe. However, this trend does not 
hold for the remaining experiments, all conducted at OH 
concentrations near 2 X 106 molecules cm-3. Differing OH 
concentrations alone cannot describe the amount of variability 
seen in these experiments.

Another potential source of variability is the ozone 
production. As we were unable to measure the ozone 
concentration accurately (due to the interference from 
HOOH), we cannot directly constrain this, but based on the 
calculations presented above it is unlikely to be a dominant 
source of the variability in the SOA mass yields.

SOA formation experiments employing OH oxidation often 
exhibit more variability in observed SOA mass yields than pure 
ozonolysis experiments.37 The reason for this is unknown. We 
considered chemical composition of aerosol observed with the 
AMS as a potential clue to the yield variability. There were, 
however, no systematic differences in the mass spectra to 
explain the variability in SOA mass yields. In smog-chamber 
experiments it is difficult to control all variables, and we do not 
measure the many radical species created during the complex 
mechanism of OH oxidation. It is possible that variations in the 
radical balance could be the reason for the more variable SOA 
yields. However, even with the amount of variability seen, we 
can still parametrize these yields for the VBS, as will be 
described below.

3.3. Volatility Basis Set Parameterization. The solid 
lines in Figures 1 and 2 show the VBS fit for each yield data set. 
In Figure 3, we present the two parametrizations developed

a-Pinene + OH 
■ This work 
A Ng, et al. (2007)

a-Pinene Ozonolysis
- This work
- - - HOOH scavenger, Henry & Donahue (2011)
- - - 1 2-butanol scavenger, Pathak, et al. (2007)

Figure 3. Yield Comparison. SOA mass yield curves from this work 
are compared to previous OH oxidation work as well as two ozonolysis 
cases with an OH scavenger. The OH oxidation case from this work is 
shown as the gray area to emphasize the range of the measured mass 
yields.

from this work along with several other previously published 
ozonolysis yield curves. The OH oxidation case is shown as a 
range (shaded gray area) because of the variability in those 
yields; our best-estimate parametrization falls in the middle of 
the range. The range is obtained by performing VBS fits of the 
highest and lowest yield points over the COA range. The 
parameters in Table 3 are the VBS fit from all of the OH 
oxidation data and thus represent the average mass yields. We 
shall focus on the saturation concentration (C*) range 
constrained by the data (COA < 100 ^g m-3); therefore we
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Table 3. Volatility Basis Set Parameters

Saturation Concentration
(re m-3) 0.1 1 10 100 1000

Ozonolysis, no scavenger 0.0044 0.0063 0.051 0.46 0.51

OH oxidation 0.0001 0.0033 0.16 0.89 0.25

only consider values up to the C* = 1000 bin (Table 3 for 
suggested parameters).

Both ozonolysis and OH oxidation of a-pinene form similar 
products, (e.g., pinonic acid, pinic acid, and pinonalde- 
hyde),25,42 so it is not surprising that the SOA mass yields 
for ozonolysis and OH reactions are similar at low COA. 
Previous work parametrizing SOA yields from the OH reaction 
with values from ozonolysis was thus satisfactory from an OA 
mass standpoint, as atmospherically relevant COA concen­
trations lie where these yield curves coincide. However, even at 
COA =10 yMg m-3 the mass yields begin to diverge from one 
another, which in turn means the distributions of vapor-phase 
products have diverged as well. This is an important distinction 
for aging these different product sets. Because the yields differ 
even at modest OA concentrations we must treat them with 
separate parametrizations. In this way the vapors will be in the 
proper volatility bins for further chemistry in CTMs.

The most profound conclusion evident in Figure 3 is that the 
OH SOA mass yields are higher than any of the ozonolysis 
cases. This is somewhat surprising as ozonolysis was viewed as 
the main SOA formation pathway for monoterpenes.18 Because 
the SOA yields for a-pinene ozonolysis are lower than those 
from OH oxidation in general, it is likely that the ozone 
formation during OH oxidation actually suppressed the SOA 
yields reported here somewhat. It is possible that some of the 
variability in yields was due to variability in ozone formation. 
This could also explain the discrepancy between this work and 
the OH oxidation work of Ng, et al., which is also shown in 
Figure 3.21 Experimental conditions were similar for Ng et al. 
and this work, including evidence of ozone production 
(although the magnitude of ozone formation is not known), 
however, other unmeasured variables, like the radical species 
concentrations, could also contribute to the differences and 
variability in the OH oxidation yields. Instrument uncertainty 
can account for ~10% error in these measurements. It is 
unlikely that the wall-loss correction is contributing much to 
the total error as few particles are on the walls after only 1 h of 
chemistry.

The radical balance is one reason for the differences in the 
various ozonolysis yields also shown in Figure 3. We have 
previously shown that an OH radical scavenger affects the 
HO2/RO2 ratio in the chamber, affecting the ozonolysis yield.20 
With the higher HO2/RO2 in the HOOH scavenger case, the 
yields are higher than observed with the more common 2- 
butanol scavenger. In the no-scavenger case presented here, a 
combination of effects influence the mass yields: the different 
HO2/RO2 ratio and the OH reactions occurring (which 
subsequently change the radical concentrations). Chamber 
reactions often have artificially high RO2 concentrations 
because of high precursor concentrations.43 This would likely 
suppress the ozonolysis yields reported here because we do not 
have an additional HO2 source. However, up to 50% of the a- 
pinene reacts with OH and not ozone. As we have shown that 
OH oxidation can produce more SOA than ozonolysis, we 
expect that to counterbalance the effect of potentially large RO2 
concentrations. In Figure 3, we can observe these effects. At low

COA all the yields only differ by a few percent. Because we are 
not measuring the product vapors, we would not know the 
product distributions (OH oxidation versus ozonolysis without 
a scavenger) are different by only examining the low COA 
results. However, as we get to COA above 10 ^g m-3 we see the 
scavenger-free ozonolysis yields get closer to the HOOH 
scavenger case (which we view as an upper bound for the 
isolated ozonolysis system). This again exposes the need for a 
wide range of COA measurements because we can only 
constrain the vapors that are in volatility bins nears the COA 
we have measured.

3.4. Extension to the Atmosphere and Aging 
Chemistry. In some experimental situations (mainly ozonol- 
ysis reactions), the first-generation SOA yields are easily 
isolated. For example, a-pinene, having one endocyclic double 
bond, reacts with ozone; ozone destroys the double bond and 
then cannot react further. SOA is formed, and in a smog 
chamber the system comes to equilibrium. We can therefore 
clearly distinguish the SOA formation coming from that first 
generation of chemistry. In many other experiments, most 
notably in OH oxidation reactions, the line between different 
generations of chemistry is blurry. As first-generation gas-phase 
products rise in concentration (and precursor VOC concen­
trations become very small), OH is likely to react with these 
products instead of the precursor. Yield parametrization in 
these systems can be complicated because it is difficult to 
determine when aging chemistry begins to play a role in SOA 
formation. Furthermore, the traditional thermodynamic fits 
such as the VBS fit described above or the “Odum 2-product 
model”4 rely on an implicit assumption that the overall product 
distribution in a chamber experiment remains unchanged as 
more precursor is consumed, and that increasing SOA mass is 
caused only by thermodynamics forcing progressively more 
product into the condensed phase with increasing concen­
trations.

As yields are currently parametrized in CTMs, we must try to 
isolate the first generation chemistry as much as possible for the 
initial formation of SOA. However, we want to explore aging 
chemistry because the many processes within aging will bring 
us to a better understanding of OA transformations through a 
particle's lifetime. Therefore we examined two systems here 
that can bridge the gap between first-generation yields and 
aging, while still isolating the first generation yields for CTM 
parametrization. As we parametrize these SOA yields we are 
also distributing the product vapors in the VBS.33 The volatility 
of these vapors is very important as we proceed to model the 
aging chemistry, where gas-phase reactions will dominate the 
fate of the OA through equilibrium dynamics.7,41 The results 
presented here help bridge the gap between first-generation 
chemistry and aging by giving us an accurate starting point for 
aging.

In addition, the conditions considered in this work are likely 
more relevant to the atmosphere (i.e., allowing OH reactions in 
the ozonolysis system, HO2/RO2 concentrations). Previous a- 
pinene SOA yield work has focused on isolating the ozonolysis 
system, which requires disrupting the radical balance in the 
chamber. This was done to parametrize the ozonolysis reaction 
as it is modeled separately in CTMs. This work examines an 
ozonolysis system more like the atmospheric conditions. 
Because a-pinene reacts rapidly with OH, it will likely react 
with the OH formed through ozonolysis in the atmosphere. 
Finally, with typical OH concentrations of 106 molecules cm-3 
we can expect even more a-pinene + OH reactions. The results
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presented here will allow the ozone and OH channels for SOA 
production from a-pinene to be treated separately in model 
calculations, providing more accurate first-generation SOA and 
more accurate product volatility distributions for subsequent 
aging calculations.
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Abstract. Experiments were conducted to investigate light 
absorption of organic aerosol (OA) in fresh and photo­
chemically aged biomass-burning emissions. The experi­
ments considered residential hardwood fuel (oak) and fu­
els commonly consumed in wild-land and prescribed fires 
in the United States (pocosin pine and gallberry). Photo­
chemical aging was performed in an environmental cham­
ber. We constrained the effective light-absorption proper­
ties of the OA using conservative limiting assumptions, and 
found that both primary organic aerosol (POA) in the fresh 
emissions and secondary organic aerosol (SOA) produced by 
photo-chemical aging contain brown carbon, and absorb light 
to a significant extent. This work presents the first direct ev­
idence that SOA produced in aged biomass-burning emis­
sions is absorptive. For the investigated fuels, SOA is less 
absorptive than POA in the long visible, but exhibits stronger 
wavelength-dependence and is more absorptive in the short 
visible and near-UV. Light absorption by SOA in biomass­
burning emissions might be an important contributor to the 
global radiative forcing budget.

1 Introduction

Climate forcing calculations typically treat black carbon 
(BC) and dust as the only atmospheric particulate light ab­
sorbers. However, some organic aerosols (OA), referred to as 
brown carbon (BrC) (Andreae and Gelencser, 2006), are also 
significant light absorbers. BrC occurs in biomass-burning

emissions (e.g. Kirchstetter et al., 2004; Sandradewi et al., 
2008; Habib et al., 2008; Lewis et al., 2008; Yang et al., 2009; 
Chen and Bond, 2010; Hecobian et al., 2010), which consti­
tute three quarters of the total primary organic aerosol (POA) 
globally (Bond et al., 2004). Furthermore, biomass-burning 
emissions are photo-oxidized in the atmosphere, producing 
secondary organic aerosol (SOA) at concentrations similar 
to POA (Lee et al., 2008; Yokelson et al., 2009; Hennigan 
et al., 2011); to our knowledge, the light-absorption proper­
ties of this biomass-burning SOA have not yet been directly 
investigated.

Absorptivity of particulate matter (PM) is often quantified 
at a certain wavelength via a mass absorption cross-section 
(MAC, m2g-1), with its wavelength dependence given by 
an Absorption Angstrom Exponent (AAE) (MAC ~ X—AAE). 
Although convenient, these parameters are not fundamen­
tal. They depend on the particle size (Bond et al., 2006; 
Moosmuller et al., 2011), and when used to quantify absorp­
tivity of BC mixed with OA, they represent mass weighted 
averages of the OA and BC. Thus, MAC and AAE measured 
for certain emissions cannot be generally applied to aerosols 
with different size distributions and OA-to-BC ratios.

With recent developments in the ability of global and re­
gional transport models to track PM composition and size 
(e.g. Chen et al., 2010; Murphy and Pandis, 2010), light ab­
sorption can be calculated using Mie-theory if the complex 
refractive index (m = n — ik) of the different PM components 
is known, assuming that the particles are spherical and homo­
geneous. While m of BC and n of OA and inorganics have
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been extensively studied (e.g. Bond et al., 2006; Bond and 
Bergstrom, 2005; Hand and Kreidenweis, 2002; Levin et al.,
2010), data on k values of atmospheric OA (kOA) are scarce.

Several methods have been employed to determine kOA. 
One technique involves extracting OA in a solvent and mea­
suring bulk absorption of the extracts (Kirchstetter et al., 
2004; Chen and Bond, 2010; Hoffer et al., 2006), with differ­
ent solvents yielding different kOA values because they ex­
tract different fractions of the OA (Chen and Bond, 2010). 
Alexander et al. (2008) used Transmission Electron Mi­
croscopy (TEM) to determine the dielectric function, from 
which refractive indices of individual particles were calcu­
lated. While this method has the advantage of probing in­
dividual particles rather than an ensemble, it cannot isolate 
the optical properties of OA if it is internally mixed with 
BC, as is often the case for biomass-burning PM and aged 
atmospheric aerosols. A third method employs Mie-theory 
to obtain optical closure on light absorption and scatter­
ing measurements and retrieve refractive indices of the PM 
(Chakrabarty et al., 2010; Lack et al., 2012). Chakrabarty 
et al. (2010) applied this method to determine refractive in­
dices of PM in duff-burning emissions. Due to the smolder­
ing burning conditions, the emissions were dominated by OA 
and contained negligible amounts of BC.

The retrieval of OA optical properties via optical closure 
becomes more complicated if the OA is internally-mixed 
with BC. OA, which can form a coating over BC particles, 
both absorbs and refracts light into the BC core, enhancing 
its absorption. Light absorption by such particles depends on 
core size as well as coating thickness, in addition to the re­
fractive indices; thus, detailed optical modeling is required. 
If the particles are assumed to be spherical, and exhibit core­
shell morphology with a homogenous shell, a core-shell Mie- 
theory model can be employed (Lack et al., 2012). Although 
the recent study by Cappa et al. (2012) proposed that core­
shell morphology is unlikely for aged urban aerosol, BC 
in biomass-burning emissions is most likely coated by OA. 
Upon combustion, BC particles form initially at high tem­
peratures, and act as condensation sites for OA. Lack et 
al. (2012) reported that core-shell morphology was required 
to explain absorption by particles in biomass-burning plumes 
over Colorado.

Here, we use optical closure to determine the imaginary 
part of the refractive indices of OA in fresh and photo­
chemically aged biomass-burning emissions. We perform op­
tical closure for two cases. In the first case, OA and BC are 
assumed to be externally-mixed. In the second case, BC is 
assumed to be internally-mixed with OA, exhibiting core­
shell morphology. While real particle morphologies are al­
most certainly more complex, these two cases provide con­
servative limits to the recovered optical properties of the OA. 
The derived imaginary part of the refractive indices can be 
used in chemical transport models employing Mie-theory to 
predict light absorption for different atmospheric conditions.

2 Methods

2.1 Experimental

Experiments were conducted at Carnegie Mellon University 
(CMU) and at the US Fire Science Laboratory as part of the 
Fire Lab at Missoula Experiment campaign (FLAME 3). The 
CMU experiments featured emissions from wood-burning 
(oak) in a residential stove, and the FLAME experiments ex­
amined small-scale open burns of fuels consumed by wild­
land and prescribed fires in the US (gallberry, and pocosin 
pine). In both cases, emissions were diluted and injected into 
a smog chamber, and then exposed to UV lights to initiate 
photo-oxidation, generating SOA. Details of the basic exper­
imental set up and procedure are in Hennigan et al. (2010,
2011). For the fresh primary emissions, the analysis was per­
formed on measurements half an hour immediately before 
turning on the UV lights. For the photo-chemically aged con­
dition, the measurements were taken after one hour of expo­
sure to the UV lights. Although the amount of aging (expo­
sure to UV lights) in the experiments was relatively mod­
est, appreciable amounts of SOA were generated. For gall- 
berry, we present data for the fresh emissions only, because 
we could not obtain reliable light absorption measurements 
of the aged emissions due to low particle concentrations.

Aerosol size distributions were measured using a scanning 
mobility particle sizer (SMPS, TSI). The size distribution 
of BC was measured using a Single Particle Soot Photome­
ter (SP2, DMT). To calibrate the SP2 incandescence signal, 
a suspension of aquadag in water was atomized and dried. 
Monodisperse aquadag particles were then size selected us­
ing a differential mobility analyser (DMA). The particle mo­
bility was converted to mass assuming spherical particles and 
a density of 1 gcm-3. The BC mass distributions measured 
using the SP2 were converted to number distributions assum­
ing spherical particles and a density of 1.8 g cm-3.

Mass concentration of non-refractory material was mea­
sured using a High Resolution Aerosol Mass Spectrome­
ter (HR-AMS, Aerodyne) and Quadrupole AMS (Q-AMS, 
Aerodyne) in CMU and FLAME experiments, respectively. 
For all experiments, non-refractory aerosol mass was dom­
inated by organics (> 95%) as shown in Fig. S1. A 7- 
wavelength Aethalometer (Magee Scientific, model AE-31) 
was used to obtain the wavelength-dependence of the absorp­
tion coefficients, with data points at wavelengths (X) of 370, 
470, 520, 590, 660, 880, and 950 nm.

2.2 Optical closure

2.2.1 Approach

The imaginary part of the refractive index of OA (kOA) was 
obtained using combined model calculations and light ab­
sorption measurements, as well as measurements of total and 
BC size distributions.
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Model calculations of absorption coefficients (babs,model) 
were performed using a size-resolved core-shell Mie-theory 
model based on the formulation of Bohren and Huffmann 
(1983) for coated spheres. We extended the computer code 
for light absorption cross-sections of a single spherical parti­
cle by Matzler (2002) to calculate absorption coefficients of a 
polydisperse particle distribution, and to account for coating 
using Eq. (8.2) in Bohren and Huffmann (1983).

Inputs to the Mie-theory model are: (1) BC and OA size 
distributions, which were determined from SP2 and SMPS 
measurements as described in section 2.2.3; 2) BC refractive 
index, mBC = 1.85 — 0.71i (Bond and Bergstrom, 2005); and 
3) OA real part of the refractive index, nOA = 1.55 (Bond 
et al., 2006; Lack and Cappa, 2010; Hand and Kreidenweis, 
2002). The shape of the absorption coefficient curve, i.e. the 
wavelength dependence of babs,model was constrained using 
Aethalometer measurements as described in Sect. 2.2.2. We 
assume that kOA has a power-law wavelength dependence 
(Lack and Cappa, 2010; Sun et al., 2007), and express it as 
koA,550 (550/X)w, where kyA,550 is the imaginary part of 
the refractive index at X = 550 nm. kOA,550 and w are the 
free parameters in the model.

The optimization procedure for determination of kOA,550 
and w involves the following steps: (1) BC and OA size 
distributions are determined from SP2 and SMPS measure­
ments; (2) these size distributions are used in conjunction 
with Mie-theory to constrain the magnitude of the absorption 
coefficient; (3) the wavelength dependence of the absorption 
coefficient (or AAE) is inferred from Aethalometer measure­
ments; (4) Mie-theory calculations are performed to find the 
best theoretical fit to the measurement-constrained absorp­
tion coefficients (determined from steps 2 and 3). These steps 
are described in details in Sects. 2.2.2 and 2.2.3.

kOA values of POA were determined from measurements 
of fresh emissions that were sampled into the smog chamber. 
To estimate kOA of SOA, we assume that the aged OA is well- 
mixed and that its kOA is a mass-weighted average of those 
of POA and SOA. The concentration of SOA in the aged OA 
was determined using the method of Hildebrandt et al. (2009) 
as described in Supplement (SI).

An implicit assumption in the Mie-theory analysis is that 
BC is spherical. This assumption is reasonable when BC ac­
quires an organic coating since BC agglomerates are com­
pacted upon coating (Bond et al., 2006; Cross et al., 2010; 
Zhang et al., 2008; Gyawali et al., 2009), and has been em­
ployed previously to model absorption of biomass-burning 
emissions (Lack et al., 2012).

Another implicit assumption is that the BrC size distribu­
tion in the emissions is similar to that of OA. This is justified 
because POA forms by rapid quenching of organic vapors 
in the cooling plume and subsequent condensation on avail­
able seed particles. There is no reason for BrC (or other OA 
components) to exhibit preferential condensation on certain 
particles because when the hot vapors are quenched, they are 
highly supersaturated and will condense on any surface avail­

able. Thus, we expect the POA composition to be fairly uni­
form among all particle sizes. SOA is also expected to be uni­
formly distributed among all particles. When SOA forms by 
oxidation of organic vapors, it condenses on all particles to 
maintain similar mass fraction (activity) in all particle sizes. 
Using AMS particle time of flight (pTOF) data, it has been 
shown that SOA composition is uniform among all particles 
sizes for both biomass-burning (Grieshop et al., 2009) and 
diesel (Donahue et al., 2012) emissions.

2.2.2 Using Aethalometer measurements to constrain 
the wavelength dependence of the absorption 
coefficients

The wavelength-dependent absorption coefficient (babs) can 
be determined from Aethalometer measurements as:

babs,AET(X) = MACaetCbC.AET (1)

Where MACaet = 14625/X (m2g—1) is the manufacturer’s 
specified mass absorption cross-section, and CBC;AET is the 
BC concentration reported by the instrument. The value of 
babs,AET requires corrections due to particle loading (Arnott 
et al., 2005; Kirchstetter and Novakov, 2007) and multiple 
scattering (Weingartner et al., 2003) as described in the SI.

There are concerns that artifacts associated with organic 
loading on the Aethalometer filter may bias babs,AET (Lack 
et al., 2008; Cappa et al., 2008). In particular, the organics 
can spread on the filter (Subramanian et al., 2007) and en­
hance scattering in the filter matrix (Lack et al., 2008; Cappa 
et al., 2008). This enhancement in scattering could be mis­
interpreted as absorption, and thus lead to overestimation in 
the magnitude of the absorption coefficients.

To avoid these potential biases, we do not use babs,AET to 
quantify the magnitude of the absorption coefficient, but only 
to determine its wavelength dependence (shape of the curve, 
or AAE):

babs,norm (X)
babs,AET(X)

babs,AET(950nm)
(2)

The artifacts associated with OA loading do not have a sig­
nificant effect on babs,norm (or AAE). Ajtai et al. (2011) com­
pared AAE derived from Aethalometer measurements and a 
Photo-Acoustic Spectrometer (4X-PAS). Measurements were 
performed in a suburban site near Budapest, Hungary dur­
ing the winter, when the ambient PM was dominated by 
biomass-burning emissions. They found that AAEAethalometer 
and AAE4X—pas were similar, with AAEAethalometer being 
consistently lower than AAE4X—PAS by 10 %-15 %. 4X-PAS 
measures the absorption coefficient of an ensemble of aerosol 
particles at 4 wavelengths (266, 355, 532, and 1064 nm) 
while suspended. Thus, the agreement between the two in­
struments indicates that babs,norm (or AAE) derived from 
aethalometer measurements is not altered due to collection 
on the filter.
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To further evaluate any effect of artifacts due to OA fil­
ter loading on the wavelength dependence of fcabsiAET, we 
compared babs,norm immediately prior to and following filter- 
tape advance (Fig. S2). The Aethalometer collects PM on a 
spot on the filter tape for absorption measurements, and af­
ter a certain loading is attained, it advances to a new spot. 
The measurement made immediately prior to tape advance is 
the most susceptible to artifacts (has the highest accumulated 
OA mass loading) while the measurement made immediately 
following the advance is the least susceptible (has the lowest 
OA loading). As shown in Fig. S2, the AAE increased by 
around 10% immediately following the tape advance. This 
indicates that the OA loading had a small effect on the wave­
length dependence of babs,AET in these experiments. Simi­
lar, but more pronounced effects were observed by Rizzo et 
al. (2011) who reported 40 % decrease in AAE for biomass­
burning emissions in the Amazon Basin due to OA loading.

The data used in the analysis were taken from measure­
ments well before the end of the Aethalometer filter cy­
cle, thus the bias in AAE is considerably less than 10 %. 
Therefore, we ignore the decrease in AAE and assume that 
babs,norm is not affected by OA loading. We note that this 
assumption is conservative from the perspective of possible 
OA absorption, because it minimizes the contribution of OA 
to total absorption at short wavelengths, and thus minimizes 

kOA.

2.2.3 Determination of kOA

As described in the previous section, Aethalometer measure­
ments were used to constrain the wavelength dependence 
of babs. The magnitude of babs was determined by assum­
ing that OA absorbs negligibly at 950 nm (the longest wave­
length of Aethalometer measurements) and using the Mie- 
theory model combined with PM size distributions obtained 
from SP2 and SMPS measurements (details can be found in 
Sect. 3.2) to calculate babs at 950nm:

babs = babs,model(950nm)babs,norm (3)

The assumption that OA absorbs negligibly at the long vis­
ible wavelengths is justified based on numerous findings re­
ported in the literature (e.g. Kirchstetter et a., 2004; Chen and 
Bond, 2010; Chakrabarty et al., 2010; Lack et al., 2012).

The value of babs,modei (950 nm), and thus the derived kOA, 
depends on the mixing state of OA and BC (Lack and Cappa 
2010; Lack et al., 2012). If BC and OA are externally mixed, 
OA will have no contribution to babs,model (950 nm). How­
ever, if BC is coated with organics, babs,model (950 nm) will 
be enhanced due to light refraction by the organic shell, 
with the enhancement being a function of the shell thickness 
(Bond et al., 2006; Lack and Cappa, 2010; Schnaiter et al., 
2005; Zhang et al., 2008). Since the true mixing state of the 
aerosol is not known, we performed the analysis for the two 
limiting cases illustrated in Fig. 1.

(limiting case 2)

60

(limiting case 1)

40

modeled
(non-absorbing shell) 

modeled 
(BC alone)20

200 300 400 500 600 700 800 900 1000
X (nm)

Fig. 1. The two limiting cases described in Sect. 2.2.3 to determine 
measurement-constrained absorption coefficients. Data (symbols) 
are from the fresh pocosin pine measurements.

In limiting case 1, BC and OA are assumed to be 
externally-mixed. The dashed red curve in Fig. 1 corresponds 
to babs,model of BC alone (assuming that OA does not con­
tribute to absorption). babs,model (950 nm) is estimated using 
Mie-theory in conjunction with the BC size distribution mea­
sured using the SP2. Equations (2) and (3) are then combined 
to obtain the measurement-constrained babs (brown circles). 
The difference between the dashed red curve and the brown 
circles is the contribution of OA to absorption for this limit­
ing case.

In limiting case 2, each BC particle is assumed to have ac­
quired the maximum possible OA coating (see Sect. 3.2). The 
dashed green curve in Fig. 1 corresponds to babs,model of BC 
coated with non-absorbing OA, and the dark green diamonds 
are the measurement-constrained babs. For this limiting case, 
babs,model (950 nm) is estimated using core-shell Mie-theory 
calculations, where the size distribution of the BC cores is 
obtained using the SP2, and the organic coating thickness is 
obtained from combining SP2 and SMPS measurements as 
described in Sect. 3.2. The difference between the dashed 
green curve and the dark green diamonds is the contribution 
of OA to absorption.

As evident in Fig. 1, the contribution of OA to absorption 
in limiting case 2 is larger than limiting case 1. Any other 
mixing state (varying amount of coating) would yield an OA 
contribution to absorption within these two limits. Thus, lim­
iting cases 1 and 2 provide a lower and upper bound of kOA, 
respectively.
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▼ oak fresh, AAE = 1.38 
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Fig. 2. Absorption coefficients of fresh and aged emissions mea­
sured using the Aethalometer normalized by absorption coefficient 
values at 950 nm. Solid lines are power-law fits with AAE values 
given in the legend.

3 Results

3.1 Normalized absorption coefficients and Absorption 
Angstrom Exponents

Figure 2 shows normalized absorption coefficients (babs,norm, 
Eq. 2) at 7 wavelengths between 370 and 950 nm measured 
using the Aethalometer for fresh and photo-chemically aged 
emissions. Also shown in Fig. 2 are power-law fits, from 
which AAE can be determined. AAE for the investigated fu­
els are 1.38 for fresh oak, 1.42 for aged oak, 1.48 for fresh 
pocosin pine, 1.73 for aged pocosin pine, and 2.15 for fresh 
gallberry. These values are consistent with previous find­
ings reported in the literature for biomass-burning emissions 
(Sandradewi et al., 2008; Gyawali et al., 2009; Habib et al.,
2008).

BC has been shown to have AAE « 1 (Bergstrom et al., 
2002; Schnaiter et al., 2005; Kirchstetter et al., 2004), and 
measured AAE values greater than 1 are interpreted as ev­
idence of BrC (Kirchstetter et al, 2004; Sandradewi et al., 
2008; Chen and Bond, 2010; Sun et al., 2007; Clarke et al., 
2007; Hecobian et al., 2010; Zhang et al., 2011; Cheng et al., 
2011). Thus, the AAE values obtained here indicate that both 
fresh and photo-chemically aged PM might contain BrC.

One limitation of the analysis presented in Fig. 2 is that 
AAE does not provide quantitative information on the ab­
sorptivity of OA, as it depends on the size distribution and 
the mixing state of BC and OA. For example, Gyawali et 
al. (2009) showed that non-absorbing shells over BC cores 
can lead to AAE greater or less than unity, as the ab­
sorption enhancement by lensing can have a direct or in­
verse wavelength-dependence. Consequently, relying solely 
on AAE might result in an underestimation or overestimation

of the absorptivity of OA. To obtain quantitative constraints 
on OA absorptivity, we performed optical closure analysis.

3.2 BC and OA size distributions and mixing state

Optical closure using Mie-theory calculations requires the 
knowledge of BC and OA size distributions and their mixing 
state. The total (BC + OA) and BC size distributions were 
measured using an SMPS and SP2, respectively. Due to in­
strument limitations, reliable BC size distribution measure­
ments were obtained for volume equivalent diameters in the 
range 150nm-400 nm. As shown in Fig. 3a, we fit the BC 
volume distribution with a lognormal function to extend it to 
smaller and larger sizes. The SP2 captures the peak of the 
BC volume distribution (around 200 nm), and therefore pro­
vides a good constraint on the BC volume distribution if it is 
mono-modal.

Figure 3b shows the total size distribution measured by 
the SMPS and the BC size distribution derived from the SP2 
measurements. Assuming that BC and OA are externally- 
mixed (limiting case 1), the OA number distribution can be 
estimated as the difference between the total and the BC 
number distributions. It is shown by the dotted magenta curve 
in Fig. 3b.

Limiting case 2 corresponds to BC being internally-mixed 
with OA, with BC particles acquiring maximum possible or­
ganic coating. To estimate the maximum coating as a func­
tion of BC particle size, we hypothesize that BC particles 
form initially upon combustion, and as the emissions temper­
ature drops, organics start to condense on the BC seeds. Start­
ing with the BC size distribution (derived from SP2 measure­
ments) as the initial condition, we simulated the condensa­
tion kinetics assuming that the coated BC size distribution 
cannot grow beyond the total size distribution measured by 
the SMPS. The final coated BC size distribution (green curve 
in Fig. 3c) corresponds to the maximum possible coating. 
The difference between the total (measured by SMPS) and 
coated BC (simulated) size distributions corresponds to the 
externally-mixed OA particle size distribution. We note that 
the externally-mixed OA constituted 70 %-75 % of the total 
OA in our experiments by mass, which is in good agreement 
with the observation (83 %) reported by Lack et al. (2012) in 
biomass-burning plumes over Colorado.

3.3 SOA formation

Figure 4 shows time series of particle mass concentration de­
rived from SMPS measurements and normalized by initial 
concentration (Cnorm) for the oak and pocosin-pine exper­
iments. Cnorm decays due to wall-loss in the smog cham­
ber. Time t = 0 indicates when the UV lights were turned 
on and thus the onset of photo-oxidation. The increase in 
aerosol concentration due to SOA formation is plainly evi­
dent in the “bump” immediately after photo-oxidation is ini­
tiated, which is eventually obscured by wall loss. Figure 4
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Fig. 3. Measured size distributions from fresh oak experiment. (a) 
BC volume distribution inferred from SP2 measurements (red dia­
monds) and lognormal fit (solid black). (b) Total (SMPS), BC (fit to 
SP2 data), and OA (difference between total and BC) number distri­
butions for limiting case 1 (external-mixing). (c) Total, externally- 
mixed OA, and internally-mixed (BC coated with OA) number dis­
tributions for limiting case 2.

also shows SOA-to-OA ratios estimated using the method 
of Hildebrandt et al. (2009) (see Supplement). In both ex­
periments, significant amounts of SOA were generated, with

C (oak)
norm0.8

0.6 C (pocosin-pine)

- 0.4
SOA-to-OA ratio 
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0.2
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Fig. 4. Time series of OA concentrations normalized by initial con­
centrations, and SOA formation rate upon photo-oxidation.

end-of-experiment concentrations in the suspended aerosol 
similar to those of POA. We note that SOA-to-OA ratios cal­
culated here constitute a lower bound, because in our analysis 
we assume that POA is conserved upon aging. However, as 
shown by Hennigan et al. (2011), a fraction of the POA likely 
evaporates as semi-volatile vapors are oxidized.

3.4 Absorptivity of OA

Measurement-constrained absorption coefficients estimated 
using Eq. (3) are shown in Fig. 5 (black diamonds) for the 
two limiting cases described in Sect. 2.2.3. Also shown are 
Mie-theory calculations for different assumptions on OA ab­
sorptivity and mixing state. The red curves correspond to OA 
being non-absorptive (kOA = 0) and externally mixed with 
BC, thus absorption is due to BC only. The green curves were 
obtained by assuming that OA is non-absorbing, but coats 
the BC and thus enhances its absorption. The cyan curves as­
sume that only POA is absorptive in the aged aerosol (kPOA 
is obtained from fresh measurements). The blue curves cor­
respond to calculations performed using the optimum value 
of kOA to fit the measurement-constrained absorption coeffi­
cients.

For both limiting cases, absorption of BC alone (or BC 
coated with non-absorbing OA) cannot reproduce the shape 
of the measurement-constrained absorption coefficients of 
the fresh emissions. POA must contribute to absorption 
(i.e. contain BrC) for the model to fit the observations. Fur­
thermore, if SOA in the aged aerosol is assumed to be non­
absorbing, the model calculations fall below the measure­
ments at short wavelengths, indicating that SOA is also ab­
sorptive. The derived kOA values are given in Table 1, and 
plotted as a function of wavelength in Fig. 6.

Limiting case 2 (core-shell) yields kOA values that are on 
average a factor 4-5 larger than limiting case 1 (external­
mixing). Within each limiting case, there is a spread of a

Atmos. Chem. Phys., 13, 7683-7693,2013 www.atmos-chem-phys.net/13/7683/2013/



R. Saleh et al.: Absorptivity of biomass-burning emissions 7689

250 200
(a) fresh - limiting case (b) aged - limiting case 1

200
BC + POA + SOABC + POA 150

BC + POA
100

BC only100
BC only

50
50

300 400 500 600 700 800 900 1000 300 400 500 600 700 800 900 1000
X (nm) X (nm)

X (nm) X (nm)

Fig. 5. Measurement-constrained absorption coefficients (black diamonds), and model calculations using different assumptions on OA ab­
sorptivity (solid lines) for (a) fresh oak emissions and assuming external-mixing (limiting case 1), (b) aged oak emissions and assuming 
external-mixing (limiting case 1), (c) fresh oak emissions and assuming core-shell morphology (limiting case 2), and (d) aged oak emissions 
and assuming core-shell morphology (limiting case 2). See Sect. 3.4 for description of calculations associated with each curve. The same 
data are plotted on a log-log scale in Fig. S4.

Table 1. Imaginary part of the refractive indices of the organics in the investigated fuels at 550 nm and their wavelength dependence (koA = 
koA,550(550 / X)w). The uncertainty in koA values is approximately ± 50 %.

Fuel Limiting case 1 (external-mixing) Limiting case 2 (core-shell)

kOA,550 w kOA, 550 w
Oak POA 0.02 2.2 0.06 2.1

SOA 0.014 3 0.05 3
Pocosin Pine POA 0.015 2.9 0.04 3.2

SOA 0.01 4 0.03 4.4
Galberry POA 0.0055 2.4 0.022 2.6

factor of 3 across the three fuel samples investigated fuels. 
This spread might be due to difference in fuel types as well 
as burning conditions (Chen and Bond, 2010). This suggests 
that a more comprehensive dataset investigating a wide range 
of fuel types and burning conditions is required to constrain 
kOA of biomass-burning emissions.

4 Discussion

4.1 Uncertainty in the derived kOA values

In this section, we discuss the potential uncertainty created 
by the assumptions employed in the optical closure analy­
sis. The largest contributor to uncertainty in kOA is mixing 
state. We explicitly addressed this uncertainty by considering
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the two limiting cases described in Sect. 2.2.3. As shown 
in Fig. 6, limiting case 2 (core-shell) yields kOA values that 
are on average a factor of 4-5 larger than limiting case 1 
(external-mixing); both cases show significant absorption by 
both POA and SOA. We note that for the experiments in this 
study, where substantial amount of OA are generated (as in 
biomass-burning emissions in general), limiting case 2 (core­
shell) is more likely to resemble the mixing state of BC. 
OA condenses onto the BC particles when the emissions are 
cooled, creating a core-shell morphology.

For each of the limiting cases, the assumption that OA 
absorbs negligibly at 950 nm yields a lower bound on the 
derived kOA values. Finite OA absorptivity at shorter wave­
lengths is dictated by the shape of the absorption curve ob­
tained from Aethalometer measurements. If, for instance, we 
assume that OA is non-absorbing at 550 nm (Lack et al.,
2012), we would obtain nonphysical negative absorptivity at 
longer wavelengths, as illustrated in Fig. S3.

As described in Sect. 2.2.3, the magnitude of the 
measurement-constrained absorption coefficients is con­
strained by the magnitude of BC absorption at 950 nm, which 
is dictated by the BC size distribution determined from SP2 
measurements. As shown in Sect. 3.2 and Fig. 2, we construct 
the BC size distributions assuming that they are lognormal, 
and that there are no other peaks of the volume distribution 
below the SP2 detection limit. If there were other peaks, our 
lognormal fits would lead to underestimation of BC concen­
tration, and thus underestimation of BC absorption at 950 
nm. This translates into lower bounds on the magnitude of 
the absorption coefficients, and consequently the derived kOA 
values.

There is minimal uncertainty associated with the 
Aethalometer measurements since they were used to deter­
mine only the wavelength dependency, not the magnitude, of 
the absorption coefficients. As described in Sect. 2.2.2, mea­
surement biases due to OA loading likely cause a decrease in 
relative absorption at short wavelengths (decrease in AAE), 
and can potentially lead to a slight underestimation of kOA 
values.

Other contributors to uncertainty in kOA are uncertainties 
in OA and BC concentrations due to uncertainties in SMPS 
and SP2 measurements. We consider 20% uncertainty in 
SMPS (Khlystov et al., 2004) and SP2 measurements. Other 
minor sources of uncertainty are the assumption on mBC, 
which we assume to have the range (1.75-0.63i, 1.95-0.79i) 
reported by Bond and Bergstrom (2005), and nOA, which we 
assume to range between 1.41 and 1.61 (Levin et al., 2010). 
Sensitivity calculations reveal that uncertainties in these pa­
rameters yield a maximum combined uncertainty of approx­
imately ± 50 % in the derived kOA values.
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Fig. 6. Estimated imaginary part of the refractive indices of POA 
and SOA for the fuels investigated in this study for (a) limiting case 
1 (external-mixing assumption) and (b) limiting case 2 (core-shell 
assumption). The blue error-bars represent the uncertainty in kOA of 
oak POA at X = 550 nm; other fuels exhibit similar relative uncer­
tainties. Also shown here are kOA values of biomass-burning emis­
sions reported by previous studies (see Sect. 4.2 for details).

4.2 Comparison with previous studies

Figure 6 compares our findings with kOA of biomass-burning 
emissions reported in the literature. Chen and Bond (2010) 
measured the absorptivity of oak pyrolysis emissions ex­
tracted in methanol. Chakrabarty et al. (2010) determined 
kOA of BrC in “tar balls” from smoldering duff burning us­
ing online absorption and scattering measurements coupled 
with Mie-theory optical closure. Kirchstetter et al. (2004) es­
timated kOA of emissions from savanna fires and wood burn­
ing based on the difference in absorption of samples before 
and after treatment with acetone.

Our derived kOA for limiting case 1 (external-mixing) are 
bounded by the kOA values of Chakrabarty et al. (2010) and 
Kirchstetter et al. (2004). For limiting case 2 (core-shell), 
our kOA values are larger than the values of Chakrabarty et 
al. (2010) and Chen and Bond (2010), but are in good agree­
ment with Kirchstetter et al. (2004) at short wavelengths. We
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note that the work of Chakrabarty et al. (2010) and Chen 
and Bond (2010) investigated emissions of low-temperature 
combustion and pyrolysis which produced only OA (no BC). 
This form of combustion might produce OA with substan­
tially lower absorptivity than high-temperature combustion 
(which produces both OA and BC) investigated in this study. 
On the other hand, the burning conditions in Kirchstetter et 
al. (2004) were similar to those in our study, which may ex­
plain the closer agreement in kOA.

4.3 Absorption by biomass-burning SOA

It has been shown that SOA from biogenic and anthropogenic 
precursors absorbs light (Hecobian et al., 2010; Zhang et 
al., 2011; Cheng et al., 2011; Nakayama et al., 2010; Zhong 
and Jang 2011; Lambe et al., 2013). However, to our knowl­
edge, this work presents the first direct evidence that SOA 
formed by photo-oxidation of biomass-burning emissions is 
light-absorbing. While other studies (e.g. Kirchstetter et al., 
2004; Alexander et al., 2008; Lack et al., 2012) have inves­
tigated aged biomass-burning emissions in the atmosphere, 
which potentially contain SOA, the absorptivity of the SOA 
portion has not been constrained. For both oak and pocosin 
pine, SOA absorbs light less efficiently than POA in the long 
visible wavelengths, however it exhibits a stronger wave­
length dependence and is more absorptive than POA in the 
short visible and near-UV. This might be due to differences 
in chemical composition, namely higher aromaticity in POA, 
but the true cause is not known. This hypothesis is sup­
ported by the recent findings of Lambe et al. (2013) who 
reported that SOA from aromatic precursors can retain light­
absorbing conjugated double bonds, while light-absorption 
in SOA from non-aromatic precursors is due to carboxylic 
and carbonyl functional groups. Thus, BrC in POA and SOA 
in biomass-burning emissions may have overlapping as well 
as different chromophores. Desyaterik et al. (2013) investi­
gated composition of BrC in cloud water droplets that were 
heavily affected by biomass-burning. They found that most 
of BrC absorption is due to aromatic carbonyls, which ex­
ist in fresh biomass-burning emissions, and nitrated phenols, 
which form through gas phase and aqueous chemistry. Ni­
trated phenols were also observed by Mohr et al. (2013) in 
biomass-burning plumes over Delting, United Kingdom.

Some field studies have reported significant amounts of 
SOA formation from photo-oxidation of biomass-burning 
emissions, with SOA-to-POA ratios up to two (Lee et al., 
2008; Yokelson et al., 2009). Light absorption by biomass­
burning SOA is thus a potentially important contributor to the 
global radiative forcing budget. The values of the imaginary 
part of the refractive indices provided here can be applied in 
models employing Mie-theory to perform preliminary calcu­
lations to assess the extent of SOA light absorption.

Supplementary material related to this article is 
available online at: http://www.atmos-chem-phys.net/13/ 
7683/2013/acp-13-7683-2013-supplement..zip.
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Environmental context. Fine particles (aerosols) containing organic compounds are central players in two 
important environmental issues: aerosol-climate effects and human health effects (including mortality). 
Although organics constitute half or more of the total fine-particle mass, their chemistry is extremely complex; 
of critical importance is ongoing oxidation chemistry in both the gas phase and the particle phase. Here we 
present a method for representing that oxidation chemistry when the actual composition of the organics is not 
known and show that relatively slow oxidant uptake to particles plays a key role in the very existence of organic 
aerosols.

Abstract. Organic aerosols play a critical role in atmospheric chemistry, human health and climate. Their behaviour is 
complex. They consist of thousands of organic molecules in a rich, possibly highly viscous mixture that may or may not be 
in phase equilibrium with organic vapours. Because the aerosol is a mixture, compounds from all sources interact and thus 
influence each other. Finally, most ambient organic aerosols are highly oxidised, so the molecules are secondary products 
formed from primary emissions by oxidation chemistry and possibly non-oxidative association reactions in multiple 
phases, including gas-phase oxidation, aqueous oxidation, condensed (organic) phase reactions and heterogeneous 
interactions of all these phases. In spite of this complexity, we can make a strong existential statement about organic 
aerosol: They exist throughout the troposphere because heterogeneous oxidation by OH radicals is more than an order of 
magnitude slower than comparable gas-phase oxidation.
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Introduction

Organic aerosols are meta-stable intermediates. Most organic 
emissions are highly reduced,[1,2] and all organics oxidise by 
complex oxidation pathways in the Earth’s atmosphere.[3-6] 
Oxidation would convert all reduced carbon in the atmosphere 
into CO2, given time. Consequently, to first order, the concen­
tration of any given constituent (Ci) will be in a pseudo-steady- 
state at long enough timescales; given a production rate Pi and 
a first-order lifetime t,, the pseudo steady-state concentration 
CSs will be:

CT = Pt (1)

This means that, for a succession ofmolecules connected by 
a simple reaction sequence, Mi — Mj — Mk with a shared 
production rate Pi, the steady-state concentrations of each will 
be directly proportional to the lifetime. More generally, the total 
concentration of species at a given generation number in a

reaction sequence is related to the (properly weighted) average 
lifetime of the species in that generation. This simple equation 
governs organic-aerosol levels, and it shows that the atmo­
spheric lifetime is critical.

To apply Eqn 1 we need to know the lifetimes. Unsaturated 
organic molecules are typically very short lived, and for the most 
part the double bonds will be eliminated rapidly.[7] Our main 
focus here is on later-generation chemistry of organic com­
pounds, where the dominant oxidant is the OH radical. The 
chemical lifetime of organic vapours is governed by their rate 
constant for reaction with OH* (k°H), and the lifetime against 
oxidation by OH* will be t, = 1/(kOH COH). For the purposes of this 
discussion we shall consider COH = ~2 x 106 molecules cm-3, 
which is a typical daytime average value.[8] If the chemical 
lifetime is shorter than the deposition timescale, oxidation will 
in turn dominate the overall atmospheric lifetime. The job of 
estimating chemical lifetimes thus reduces to estimating OH* 
oxidation rate constants.
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Rate constant estimation faces two challenges. First, the most 
important rate constants in this exercise involve the reaction of 
OH* with oxygenated organics, especially those containing 
multiple functional groups. These are generally large molecules 
by atmospheric standards, with 5-25 carbon atoms. There are 
very few kinetic data to draw on.[7] Second, there are thousands, 
even millions of specific organic molecules involved in chem­
istry associated with organic aerosols.[1,9] We thus have unmea­
sured rate constants for unknown molecules.

There are at least two solutions to this problem. One is to take 
what we do know about the kinetics and mechanisms of organic 
molecules and train mechanism generators to fill in the rest, 
connecting precursor molecules to all intermediates and ulti­
mately to CO2.[10] Another is to reduce the complexity by 
lumping the organics into groupings with similar properties. 
Here we choose the second approach, employing a discretised 
two-dimensional space consisting of volatility (saturation con­
centration, Co in micrograms per cubic metre as the x coordinate 
and average carbon oxidation state (OSC = 2O: C-H: C e 3O: 
C — 2) as they coordinate. This is known as the two-dimensional 
volatility basis set (2D-VBS),[1,11,12] and it forms the framework 
for this discussion.

Methods

The 2D-VBS facilitates consideration of organic oxidation and 
phase partitioning without requiring specific knowledge of 
molecular structures, even carbon numbers. The variables 
themselves are the fundamental quantities describing phase 
partitioning and oxidation chemistry. Organic aerosol levels are 
almost always between 1 and 100 mg m—3, and consequently for 
organics to reside in the aerosol phase they must have a satu­
ration mass concentration, C* < —100 mgm—3. Volatility as C* 
is not the pure-component vapour pressure; at a minimum it 
includes activity coefficients of organics in the aerosol mixture 
(C* = gi C°), and more generally it includes any factors gov­
erning the equilibrium phase partitioning.1-11-1 The relevant vol­
atility is usually that of any product molecule in the condensed 
phase (i.e. ammonium oxalate or some other organic salt and not 
oxalic acid itself).

The equilibrium state says something about organic aerosols; 
however, the potential for organic aerosols to be out of equilib­
rium is currently under debate. It is possible that extremely low 
viscosity (i.e. a glassy state) may inhibit mass transfer within 
particles.[13-18] However, mass exchange between particles and 
the gas phase remains a critical topic, and particles do grow and 
shrink.1-19-1 Considering uptake and condensational growth, most 
organic molecules that collide with particles do not stick to 
them. The property governing which compounds stay in the 
aerosol phase is volatility, and thus the x-axis of the 2D-VBS 
informs which phase the organic material will be in.

The y-axis of the 2D-VBS concerns oxidation. The oxidation 
state (OSC) monotonically increases while organics reside in the 
atmosphere. Gas-phase tropospheric photochemistry is almost 
exclusively oxidative, with the OH radical serving as the 
dominant oxidant.[20] Heterogeneous uptake of OH* to aerosols 
is also a major cause of particle oxidation.1-21,22- Ozone can 
oxidise organics with C=C double bonds, but although 
ozonolysis is extremely important, the double bonds are oxi­
dised very rapidly and do not substantially affect the aging 
processes described here. Non-oxidative association reactions 
leading to high-molecular-weight products (oligomers) clearly 
occur,1-23,24-1 but when the carbon number is followed in

environments where strong oxidative aging occurs, the general 
tendency is for carbon number to decrease due to fragmenta- 
tion.[1,25-28] The bottom line is that most organic emissions have 
OSC <-----1.5, whereas a large majority of the organics (espe­
cially organic aerosol), is highly oxidised.-29- It follows that 
oxidation chemistry is a crucial, inevitable, monotonic driver of 
organic properties in the atmosphere.

Because we use the 2D-VBS framework, in order to assess 
organic lifetimes we need to estimate the OH* oxidation rate 
constants of organics in 2D-VBS bins. Fortunately, we do know 
something about composition (carbon, hydrogen and oxygen 
numbers, nC, nH, nO, as well as the more tightly defined O: C and 
H:C ratios) in the 2D-VBS.-11- There is also strong evidence 
that the oxidised functional groups consist of approximately 
equal numbers of =O and -OH groups (the organic compounds 
appear to be, on average, either hydroxyketones or organic acids 
or more likely a mixture of both).-30,31- This is enough for us to 
begin to say something about the gas-phase OH* reactivity in the 
2D-VBS. To do this we draw upon and simplify structure- 
activity relations, starting along the lower edge of the 2D-VBS 
where the organics are simply hydrocarbons.

We do not know the structure of the typical organics in the 
2D-VBS, so we rely on a statistical sampling of kinetic data in 
the (limited) regime of the 2D-VBS where kinetics are available. 
The kinetics are distilled by the structure-activity relationship 
(SAR) of Kwok and Atkinson,-32- which we sample randomly 
with 35 000 molecules to maintain the proper C: H: O relation­
ships (on average) in the 2D-VBS. However, the basis for the 
SAR consists almost entirely of small molecules, most with 
either zero or one oxygenated functional group. To extrapolate 
this over the full range of the 2D-VBS we smooth the resulting 
rate-constant surface with a functional form based on three 
simple assumptions: (1) OH* oxidation rate constants typically 
increase with increasing carbon number; (2) adding oxygenated 
functional groups for lightly oxygenated molecules typically 
increases the OH* reactivity and (3) highly oxygenated mole­
cules ultimately become less reactive due simply to a scarcity of 
abstractable hydrogens. This final assumption is supported by 
heterogeneous OH* oxidation experiments on highly oxygenat­
ed aerosol surrogates, such as citric acid, which show it to be 
recalcitrant to oxidation.1-33-1

The resulting (vapour-phase) rate-constant (kvap, cm3 
molecule-1 s—1) expression is given by Eqn 2 and plotted in 
the 2D-VBS in Fig. 1.

kvap = -1.2 x 10—12(nC + 9nO — 10 (O : C)2) (2)

The first effect (increasing k with increasing nC) for 
homologous molecules is very robust.-32- The second two effects 
counteract each other. We express them with one term depen­
dent on nO alone and a second one dependent on (O : C)2, which 
is a measure of the H-atom scarcity. Although the specifics of 
the functional form in Eqn 2 and the actual rate constants must 
be regarded as quite uncertain, overall Fig. 1 reveals rate con­
stants that vary only modestly throughout the space. The major 
feature is that kOH increases as Co decreases, but the overall 
effect is less than a 1 order of magnitude increase in k over a 15 
decade decrease in Co. Furthermore, although we include the 
volatile organic carbon (VOC) region in the 2D-VBS (Co > 3 x 
106 mgm—3) for completeness, no realistic simulation would 
actually use it for a numerical simulation in that region - VOC 
chemistry is represented by a standard chemical mechanism.
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Fig. 1. Gas-phase OH* oxidation rate constants for organic species v. volatility and oxidation state (OSc) (contours are 

k x 1011 cm3 molecule-1 s-1). Rate constants are estimated based on extrapolated group contribution methods, as described 
in the text. The OH* oxidation rate constant increases with increasing carbon number, rapidly with increasing oxygen 

number, but decreases quadratically as O : C increases due to the loss of abstractable hydrogens. (ELVOC, extremely low 
volatility organic compounds; LVOC, low volatility organic compounds; SVOC, semivolatile organic compounds; IVOC, 

intermediate volatility organic compounds; VOC, volatile organic compounds.)

Results and discussion
In Fig. 2a we show the gas-phase chemical lifetime, 
t = 1/(kCOH), in days in the 2D-VBS space, assuming 
COH = ~2 x 106molecules cm-3. The semi-volatile range is 
0.3 # C° # 300 mgm-3, organics with lower C° values will be 
almost completely in the condensed phase under typical con­
ditions. The critical point is that organic species over the entire 
range of volatilities representative of aerosols have a gas-phase 
lifetime of less than 0.2 days. Thus, aerosol species would 
evolve through upwards of five generations of chemistry in 24 h, 
if they were in the gas phase. Because the probability of frag­
mentation and consequent sharp increases in volatility rises 
rapidly with increasing oxidation state,[25-27] this unrestrained 
oxidation would sweep the system clean of organic aerosols 
within a day or two. For example, a Ci0 backbone, with on 
average 1.5 oxygen atoms added per generation, will have a 
simple fragmentation probability (O: C)1/4 of0,0.62,0.74,0.82, 
0.88 and 0.93 for generations 0-5.

Organic species, however, do not reside solely in the gas 
phase. The less volatile ones condense to form organic aerosol, 
and in the condensed phase they are protected from gas-phase 
OH* by the diffusion rate of OH* to the particles. For the 
purposes of this work, the heterogeneous uptake of OH* to 
particles can be converted into an effective gas-phase rate 
constant, which depends on particle size.[34,35] Here we assume 
that OH* will react with unit efficiency with the first organic 
species it encounters in a particle, and thus the effective rate 
constant will be independent of composition.1-36-1 For 500-nm 
diameter particles, the effective rate constant will be keff = 1 x 
10-12cm3 molecule-1 s-1, resulting in an oxidation lifetime of 
5.8 days, whereas organics in 200-nm diameter particles would 
have a lifetime of ~3 days. This will apply regardless of the 
condensed-phase composition, provided that the pseudo-ideal 
solution theory relevant to Co holds and that the near-surface 
particle composition is approximately the same as the bulk 
organic phase composition. This will be true if the particle 
viscosity is not so high as to significantly limit condensed-phase 
mass transfer to the particle surface; the timescale for diffusion 
within the particles must be faster than the timescale for

heterogeneous oxidation (6 days in this example).[36,37] 
Evidence from relative rate experiments of mixtures made by 
coating primary organic particles with laboratory secondary 
organic aerosol (SOA) supports this assumption.1-38-1

The condensed-phase lifetime of 6 days is thus much longer 
than the ~0.1-day gas-phase lifetime of the organic molecules in 
the low-volatility range. However, it is still comparable to the 
residence time of particles in the atmosphere, so heterogeneous 
oxidation will play a role even for organics that are more or less 
homogeneously distributed in the condensed phase. The overall 
average lifetime of semi-volatile organics will depend on their 
fraction (Xi) in the condensed phase:

x = (1 + C*/Coa)-1 (3)

which gives an overall rate constant (ktiot) based on the effective 
heterogeneous rate constant (keff) and the gas-phase rate con­
stant (k7ap) from Eqn 2.

ktot = Xkf + (1 - X,)k,vapT, = 1/(ktot Coh) (4)

The overall lifetimes including the gas-phase diffusion lim­
itations for heterogeneous oxidation are shown in Fig. 2b for a 
case with concentration of organic aerosol COA = 1 mgm -3. 
Based on Eqn 1, the steady-state concentration of species 
sequestered in particles will thus be ~30 times higher than it 
would otherwise be if they were oxidised at the rate given by 
pure gas-phase oxidation shown in Fig. 2a.

In this work we are considering heterogeneous oxidation by 
OH radical uptake only. Especially at higher relative humidity 
(and certainly in droplets), aqueous-phase reactions will also 
contribute to oxidation; it is unclear whether the net effect of 
these processes will augment or deplete the total organic-aerosol 
mass, although oxidation of soluble volatile species can clearly 
contribute to SOA.[39,40] For example, levoglucosan can be 
oxidised in most particles and droplets with lifetimes in the 
order of days.[41] However, with a saturation concentration of 
the order of7 mgm-3,[42] levoglucosan will reside principally in 
the gas phase under many circumstances.1-12-1 As Eqn 4 and 
experimental data show,[43] the majority of oxidation is likely to
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be by gas-phase OH* reactions. This will apply to other organics 
even well into the low volatility organic compound region 
(LVOC) region.

The lifetime contours in Fig. 2b show something profound. 
The sharp increase in lifetimes with decreasing volatility and 
thus decreasing gas-phase fractions is the most dramatic feature 
of the figure (note that the influence of gas-phase oxidation 
extends to quite low C°). However, just as notable is the broad 
area of minimum lifetime for semi-volatile organic compounds 
(SVOC range in green) and intermediate volatility organic 
compounds (IVOC range in blue). Until recently, many atmo­
spheric models treating SVOCs contained semi-volatile lumped 
species whose properties (C* and molar yields) were based on 
empirical fits to smog-chamber data. Often these species were 
effectively immortal in the model, or at most suffered from 
deposition to the surface. In fact, these SVOCs have a minimum 
lifetime and thus will have a minimum steady-state concentra­
tion of all molecules in a given reaction sequence. Atmospheric 
chemistry will thus tend to sweep out the SVOC range with 
progressive aging downwind of a source region, forming either 
much lower volatility functionalised products or more volatile 
fragmentation products and thus producing very low volatility, 
highly oxidised aerosol in the remote atmosphere. This is 
exactly what is observed.1-29,44-1

The lifetime of individual organic molecules is not the same 
as the lifetime of the aerosol mass itself. So, in order to test our 
assertion that without condensed-phase sequestration the atmo­
sphere would be rapidly swept clear of organic aerosol, we 
simulated the evolution of a SOA plume in a simple box model. 
The model is initiated by SOA formation by ozonolysis of 
a-pinene, assuming 30 ppb of ozone and 20 mg m-3 of a-pinene 
(~2 ppbv). The initial fresh SOA formation and subsequent 
aging chemistry follow the yields and chemistry described 
previously,1-29,45,46-1 and the model (including slow heteroge­
neous oxidation) matches observed aging behaviour well.[47] 
Briefly, OH* reacts with semi-volatile vapours with the rate 
constants described above. The resulting reaction products are 
distributed according to two oxidation ‘kernels’, with a ‘func­
tionalisation’ fraction distributed exclusively to lower C* values 
and a ‘fragmentation’ fraction dispersed widely in volatility 
space. The probability of fragmentation is assumed to vary as 
(O: C)1/4, so as organics become highly oxidised they will 
inevitably fragment towards CO2, which is required by 
thermodynamics.

The results of our box-model simulation are shown in Fig. 3. 
The a-pinene was allowed to react with ozone in the dark for 
12 h, forming ~1 mgm-3 of ‘fresh’ SOA with a mass yield of 
~5 %. At t = 0 the OH* concentration was suddenly increased
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Fig. 2. OH* oxidation lifetimes in days of organic compounds in the two-dimensional volatility basis set. Contour intervals are 

0.1 day. (a) Gas-phase lifetimes based on the rate constants in Fig. 1 and an assumed OH radical concentration of 2 x 
106 molecules cm-3. In the semi-volatile range of Co values relevant to organic aerosols (green and blue shading), the gas-phase 

lifetimes of organic vapours will be less than 0.2 days. (b) Lifetimes including the effect of phase partitioning, where 
heterogeneous oxidation by OH* uptake to particles is limited by gas-phase diffusion and the heterogeneous oxidation lifetime is 

5.6 days (for 500-nm diameter particles). Consequently, semi-volatile organics are the shortest lived species, with a lifetime of 
~0.2 days. (ELVOC, extremely low volatility organic compounds; LVOC, low volatility organic compound region; SVOC, 

semivolatile organic compounds; IVOC, intermediate volatility organic compounds; VOC, volatile organic compounds; OSc, 

oxidation state.)
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to 2 x 106 molecules cm-3. In the base-case simulation the OH* 
oxidation rate constants are given by Eqn 4. We assume that the 
mechanism (the product distribution) is not affected by whether 
the OH* reaction occurs homogeneously in the gas phase or 
heterogeneously near the particle surface. This is almost cer­
tainly an over simplification, but there are insufficient data to 
describe the chemistry in more detail. The solid curve in Fig. 3 
shows the organic aerosol evolution as this aging chemistry 
progresses. With most of the first-generation ozonolysis products 
in the vapour phase, the aging causes a dramatic, almost 10-fold, 
increase in aerosol concentrations over the first half day, but the 
subsequent aging chemistry is slow because of the slow hetero­
geneous oxidation. This is broadly consistent with published 
smog-chamber experiments on SOA aging, although the magni­
tude of the fractional mass increase is large because of the very 
low (for a chamber experiment) initial SOA mass loading.[47]

10

8

6

4

2

0
10 20 30

Time from start of OH aging (h)
40

Fig. 3. Evolution of organic aerosol concentrations (C) in an idealised box 

model. Secondary organic aerosol is formed by oxidation of a-pinene by 

ozone over12h(t < 0). For t $ 0, [OH*] — 2 x 106 molecules cm-3. The solid 
curve is the best model estimate ofevolving organic aerosol mass concentra­

tions, with a substantial increase caused by gas-phase oxidation and very little 
influence from (diffusion limited) OH radical uptake to particles. In the 

simulation shown with a dashed curve all organics are oxidised with their 
equivalent gas-phase rate constants. The oxidation chemistry rapidly frag­

ments the organics, causing the aerosol to evaporate.

In the second, dashed curve in Fig. 3, the heterogeneous 
aging Fff is artificially made equal to the gas-phase OH* 
oxidation rate constant, so the oxidation proceeds unimpeded 
by diffusion limitations. In this case the organic aerosol rapidly 
dissipates, vanishing in ~1 day. This dramatic difference in 
behaviour shows that the simple steady-state analysis described 
by Eqn 1 gives a valid picture for bulk organic-aerosol concen­
trations as well. A typical average age of aerosols in even an 
urban setting such as Pittsburgh is greater than 2 days,[48] and the 
ratio in modelled organic aerosol concentrations for 0 # t # 48 h 
in Fig. 3 is more than a factor of five.

The calculations presented so far have been for ‘typical’ 
ambient conditions, but in certain times and places the atmo­
sphere can be far more oxidising. One example is the eastern 
Mediterranean. During the MINOS campaign at the Finokalia 
research station in Crete in August 2001, ambient OH* levels 
reached 2 x 107 molecules cm-3.[49] Under these extreme con­
ditions, the gas-phase lifetimes of SVOC within the 2D-VBS are 
less than 1 h, and even the heterogeneous oxidation timescale is 
just over 12 h, as shown in Fig. 4 - we show lifetimes for the 
diurnal maximum OH* levels because under these conditions 
the oxidation timescales are so fast that the diurnal average is 
barely meaningful. We thus expect organic aerosols to become 
completely oxidised very quickly, unless some compounds are 
able to ‘hide’ in the particles because they are so viscous that 
they cannot reach the surface to be oxidised.[14,36]

Organic-aerosol observations using a unit mass resolution 
aerosol mass spectrometer (Q-AMS, Aerodyne Inc., Billerica, 
MA, USA) during the EUCAARI campaigns in May 2008 and 
February 2009 show that in the late spring organic aerosols 
arriving at Finokalia were completely oxidised, with no evidence 
of any primary organic aerosol,[50] whereas Q-AMS observations 
at the same site in winter 2009 showed significant levels of 
primary organic aerosol.[44] The highly oxidised aerosols during 
late spring 2008 were observed even when air-mass back trajec­
tories showed that the sampled air had been in the boundary layer 
over Athens less than 2 days earlier. The very short lifetimes 
shown in Fig. 4 confirm this, and the almost complete absence 
of unoxidised peaks in the mass spectra (even for air recently over 
Athens) shows that diffusion limitations do not protect extremely
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Fig. 4. OH* oxidation lifetimes in days of organic compounds in the two-dimensional volatility basis set for conditions 
observed in the summertime eastern Mediterranean with an assumed OH radical concentration of 2 x 107 molecules cm-3. 

Contour intervals are 0.05 day. Extreme oxidation conditions will oxidise gas-phase species in less than 1 h; even 
heterogeneous oxidation will occur during daylight t of a single day. (ELVOC, extremely low volatility organic compounds; 

LVOC, low volatility organic compound region; SVOC, semivolatile organic compounds; IVOC, intermediate volatility 
organic compounds; VOC, volatile organic compounds; OSC, oxidation state.)
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low volatility primary compounds within the particles under 
ambient conditions. Given that the heterogeneous oxidation 
timescale in Fig. 4 is ~12h, this suggests that the diffusional 
timescales for organics within the aerosols sampled during 
FAME-08 were faster than this. That in turn suggests a diffusion 
constant D $ 10-14cm 2s-1, or a dynamic viscosity z # 3 x 
105 Pa s,[15] even for quite highly oxidised organic aerosol.

Environmental implications
Oxidation of organic compounds, carried to completion, will 
form CO2, and consequently oxidation is fundamentally 
destructive to organic aerosol. However, as Fig. 3 shows, 
oxidation clearly is a source of organic aerosol as well. 
Consequently, organic aerosols can only be viewed as meta­
stable intermediates.11 Its concentrations are thus controlled by 
its lifetime, and as we show the fundamental governor of this 
lifetime is the delay caused by diffusion of OH radicals to 
aerosols. Without this, organic aerosol levels would be many 
times lower than they are, rendering organics virtually irrelevant 
to aerosol concentrations and properties.

Conversely, although organic compounds can run, they 
cannot hide. Sequestration into the condensed phase delays 
oxidation because of diffusion limitations in the gas phase, but 
heterogeneous oxidation is still important. The near complete 
oxidation observed in situations where transport occurs within 
~ 1 day from intense sources indicates that the diffusion time­
scale for organics within particles is (in at least some cases 
relevant to the atmosphere) less than 1 day.
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The formation, atmospheric evolution, properties, and removal of organic particulate 
matter remain some of the least understood aspects of atmospheric chemistry despite 
the importance of organic aerosol (OA) for both human health and climate change. 
Here, we summarize our recent efforts to deal with the chemical complexity of the tens 
of thousands of organic compounds in the atmosphere using the volatility-oxygen 
content framework (often called the 2D-Volatility Basis Set, 2D-VBS). Our current ability 
to measure the ambient OA concentration as a function of its volatility and oxygen to 
carbon (O : C) ratio is evaluated. The combination of a thermodenuder, isothermal 
dilution and Aerosol Mass Spectrometry (AMS) together with a mathematical aerosol 
dynamics model is a promising approach. The development of computational modules 
based on the 2D-VBS that can be used in chemical transport models (CTMs) is 
described. Approaches of different complexity are tested against ambient observations, 
showing the challenge of simulating the complex chemical evolution of atmospheric 
OA. The results of the simplest approach describing the net change due to 
functionalization and fragmentation are quite encouraging, reproducing both the 
observed OA levels and O : C in a variety of conditions. The same CTM coupled with 
source-apportionment algorithms can be used to gain insights into the travel distances 
and age of atmospheric OA. We estimate that the average age of OA near the ground 
in continental locations is 1-2 days and most of it was emitted (either as precursor 
vapors or particles) hundreds of kilometers away. Condensation of organic vapors on 
fresh particles is critical for the growth of these new particles to larger sizes and 
eventually to cloud condensation nuclei (CCN) sizes. The semivolatile organics currently 
simulated by CTMs are too volatile to condense on these tiny particles with high 
curvature. We show that chemical aging reactions converting these semivolatile
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compounds to extremely low volatility compounds can explain the observed growth rates 
of new particles in rural environments.

View Article Online
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1 Introduction

In the past 20 years ambient air pollution, most notably particulate matter 
(PM), has come to be recognized as a risk factor contributing to declines in 
respiratory and cardiovascular health1’2 and increased risk of acute morbidity 
and mortality.3-5 At the same time, atmospheric aerosol particles influence the 
Earth's radiation balance directly by scattering and absorbing solar radiation, 
and indirectly by acting as CCN. The role of these particles in the energy 
balance of our planet is one of the major uncertainties in the global change 
problem.6

Organic compounds are important components of atmospheric fine particles 
(PM2.5, particles < 2.5 pm in diameter). Throughout the troposphere they 
constitute roughly half of the PM2.5 mass, residing mostly on accumulation mode 
particles.7 However, while the inorganic fraction of PM2.5 is relatively well 
understood, significant uncertainty limits our understanding of almost all 
aspects of OA, including its sources, atmospheric transformation, and fate.

OA has been traditionally viewed as a relatively inert, non-volatile mixture of 
compounds from numerous primary sources (primary organic aerosol, POA), 
coated by secondary compounds derived from gas-phase oxidation of volatile 
precursors (secondary organic aerosol, SOA).8 The chemical complexity of the OA 
(there are thousands or even tens of thousands of complex large organic 
compounds in typical ambient aerosol),9 its unknown chemical composition (less 
than 20% of the OA mass has been quantified even by the best studies),10 the 
unknown physical and chemical properties of the majority of the known OA 
components, and the difficulty of describing mathematically such a complex 
system in atmospheric CTMs have seriously limited scientific progress in both the 
air quality and climate change areas. CTMs in both regional and global scales are 
often not able to reproduce the observed OA levels, their chemical characteristics 
(degree of oxidation), their diurnal variation, etc.11’12 As a result, we are currently 
unable to accurately evaluate the effects of different strategies of reduction of OA 
concentrations in polluted areas and to quantify the effect of OA on the energy 
balance of the planet.

Recent work13 has changed the above picture of OA. Most of the emitted 
organic particulate matter from combustion sources like transportation, biomass 
burning, etc. evaporates after emission. The resulting semi-volatile organic vapors 
can then react in the gas phase with the hydroxyl radical, OH, and other atmo­
spheric oxidants forming low volatility oxidation products that can recondense to 
the particulate phase in timescales of several hours or even days. This evapora­
tion/reaction/condensation process causes significant changes to the chemical 
nature of primary OA (it becomes highly oxygenated), its size distribution, its 
distribution in space and its physical and chemical properties. The resulting 
products will probably have quite different health effects than the original 
compounds. This theory can explain why the aerosol in large urban centers is 
dominated by oxygenated compounds (Oxygenated Organic Aerosol, OOA) and 
not hydrocarbon-like OA (HOA).14

10 | Faraday Discuss., 2013, 165, 9-24 This journal is © The Royal Society of Chemistry 2013
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Similar challenges exist in our efforts to understand secondary OA. Initially the 
SOA precursors were assumed to form practically non-volatile SOA with a constant 
yield.15 This description is actually still used in most climate models.12 The next 
step was to assume the production of two surrogate products that form a pseudo­
ideal solution (Odum et al., 1996).16 This approach is used currently by the 
majority of the available regional CTMs. However, the resulting models fail to 
reproduce observed OA concentrations in the US, Europe, Asia, etc., especially in 
periods (warm sunny summer days) when SOA is expected to be the dominant OA 
component. Potential gaps in understanding include homogeneous reactions of 
the SOA vapors,17 heterogeneous reactions (oxidation of the organics in the 
particulate phase,18 oligomerization,19 the role of NOx and UV levels in the 
formation of SOA, etc. These processes are not well understood and are not 
included explicitly in most CTMs.

Our existing mental model of OA (primary and secondary) is insufficient to 
describe the thousands of semivolatile organic compounds, moving between the 
gas and particulate phases, continuously reacting, generating even more organic 
products, and interacting with each other and the inorganic compounds, 
including water, in the particulate phase. This results in problems with source 
apportionment (quantification of the OA sources) and also predicting the 
response of OA during potential changes in emissions of anthropogenic pollut­
ants. Significant uncertainties in the role of the organics in the formation and 
growth of new particles to cloud condensation nuclei remain. Efforts to approach 
the problem at the individual compound level have had limited success. Each 
organic compound has its own complex behavior that is difficult to extrapolate 
and the study of each one of them requires a few person-years.

It is clear that we need a robust framework on which to place past and future 
measurements in both the lab and the field so that we can then use these results 
in CTMs. Our efforts to develop and apply this framework are summarized in the 
following sections of this paper.

2 The 2-D volatility-oxygen content framework

Describing the chemical complexity of ambient OA in chemical transport 
models requires the simplification of the system to its most important dimen­
sions. One of the promising ways to map this chemical space with tens of 
thousands of dimensions to a manageable space is using as dimensions the 
volatility and oxygen content of the OA (expressed as the O : C ratio)20 (Fig. 1). 
The volatility determines the partitioning of the OA compounds between the gas 
and particulate phases and also the ability of a molecule to participate in the 
formation of new particles. The oxygen content of organic particles is directly 
connected to their ability to absorb water and act as cloud condensation nuclei 
(CCN). Our hypothesis is that we can capture the most essential elements of the 
OA system using these two dimensions. The corresponding challenges are to 
find ways to easily experimentally characterize OA in these two dimensions, 
describe the corresponding processes in this coordinate system, and then 
translate all of this into computational modules that can be used in the existing 
CTMs. Obviously, OA will have a distribution of volatilities and distribution of 
O : C ratios so we will need to work with these distributions and not just the 
average values.

View Article Online
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Fig. 1 The 2D Volatility Basis Set space with the volatility (expressed as the logarithm of the 

saturation concentration) as the x-axis and the O : C ratio as the y-axis (based on Fig. 4 of Donahue 
et a/.21). The black isopleths are the number of carbon atoms and the green isopleths the number of 
oxygen atoms.

The organic compounds can be separated in five groups by volatility (Fig. 1):
(i) Extremely Low Volatility Organic Compounds (ELVOCs with C* < 3.2 x 10-4 

mg m-3, volatility bins 10-4 mg m-3, 10-5 mg m-3, etc.). These compounds, if 
created by gas-to-particle conversion processes, can be very important for the 
formation and growth of new particles created in situ in the atmosphere by 
nucleation.

(ii) Low Volatility Organic Compounds (LVOCs, with 3.2 x 10-4 mg m-3 < C* <
3.2 x 10-1 mgm-3, volatility bins 10-3,10-2 and 10-1 mg m-3). These compounds 
are in the particulate phase in typical atmospheric concentration levels.

(iii) Semi Volatile Organic Compounds (SVOCs, with 3.2 x 10-1 mg m-3 < C* <
3.2 x 102 mg m-3, volatility bins 1 , 10 and 100 mg m-3). The corresponding 
compounds exist in both the gas and particulate phases under typical ambient 
conditions.

(iv) Intermediate Volatility Organic Compounds (IVOCs, with 3.2 x 102 mg m-3 < 
C* <3.2 x 106 mg m-3, volatility bins 103,104,105 and 106 mg m-3). These exist in 
the gas phase in the atmosphere but can be easily converted to condensible 
compounds producing secondary organic aerosol.

(v) Volatile Organic Compounds (VOCs, with C* > 3.2 x 106 mg m-3). Most of the 
emissions of gas-phase organics fall in this traditional category.

This grouping facilitates discussion of the vast array of atmospheric organic 
compounds.

The O : C of atmospheric organic compounds varies from 0 (for hydrocarbons) 
to 2 (for carbon dioxide, oxalic acid, etc.). However, there are few organic 
compounds with O : C exceeding unity. Donahue et al.21 used group contribution 
methods to determine the mean chemical properties of the compounds in this 
2-D VBS showed in Fig. 1. They argued that the compounds in the space shown 
have 0-8 oxygens.

Donahue et al.22 and Kroll et al.23 have suggested that the average oxidation 
state of carbon, OSc, may be used as the principal y-axis of the 2D-VBS. In practice, 
the O : C and OSc are highly correlated allowing their use almost interchangeably. 
In this work we will use the O : C as the preferred axis.

12 | Faraday Discuss., 2013, 165, 9-24 This journal is © The Royal Society of Chemistry 2013
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3 Measurement of OA in the 2D-VBS

Measurement of the OA in this framework requires the measurement of the OA 
concentration distribution as a function of volatility and O : C content. Measuring 
the OA volatility distribution or the OA O : C content distributions on their own is 
challenging. Some recent efforts are described in the following sections.

View Article Online
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3.1 Measurement of the volatility distribution

The most commonly used technique for the measurement of the OA volatility is 
the use of a thermodenuder (TD) together with a technique for the measurement 
of the OA concentration. Thermodenuders heat the aerosol sample to a fixed 
temperature, allow the particles to evaporate, remove the organic vapors from the 
sample stream and cool the sample back to ambient temperature.24-26 Their result 
is the mass fraction remaining (MFR) of the OA as a function of temperature 
(Fig. 2). While the MFR provides some qualitative information about the volatility 
of the OA (the further the MFR curve is to the right the lower the volatility of the 
OA), it generally depends not only on the volatility of the OA and the character­
istics of the TD but also on the mass concentration of the OA, its size distribution, 
the enthalpies of evaporation of the OA components and any mass transfer delays 
in the evaporation of the particles.27

Estimation of the volatility distribution of the OA requires combination of the 
thermodenuder MFR with a model describing the OA evaporation. Fitting of the 
model predictions to the MFR measurements allows estimation of the OA vola­
tility distribution and the other unknown parameters (enthalpies, resistances in 
mass transfer other than gas-phase diffusion). Given the nature of the MFR curve 
(a monotonically decreasing curve going from one to zero, almost always with a 
roughly sigmoidal shape) and the multiple unknown parameters there can be 
multiple “good” solutions to the problem. For example, Fig. 2 shows the predicted 
thermograms (MFR versus temperature) for two organic aerosols with very

Fig. 2 Predicted thermograms (MFR versus Ttd) for OA with different properties. A single component 

aerosol OA-1 (effective saturation concentration C* = 1 mg m-3, enthalpy of vaporization DHvap = 80 kJ 
mol-1 and effective mass accommodation coefficient am = 1) gives practically the same thermogram as 

one with a multi component aerosol OA-2 (consisting of 50% C* = 0.1 mg m-3,25% 1 mg m-3,25% 10 
mg m-3, DHvap = 150 kJ mol-1 and am = 0.05).

This journal is © The Royal Society of Chemistry 2013 Faraday Discuss., 2013, 165, 9-24 | 13
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different properties. Any reasonable experimental error in the measurements will 
make them practically indistinguishable.

Karnezi et a!.28 proposed an algorithm for the estimation of the volatility 
distribution from the TD measurements and the corresponding uncertainty. They 
argued that in a lot of cases the uncertainty of the estimated volatility distribu­
tions is quite high. Fig. 3a depicts a thoretically predicted thermogram and 
pseudo-measurements constructed by the addition of random experimental error 
to these predictions. The results of the parameter estimation using just these 
measurements are shown in Fig. 3b, together with the correct volatility distri­
bution. The estimated volatility distribution is quite uncertain and the best guess 
has the wrong shape.

Karnezi et a!.28 investigated a number of ways to improve the accuracy of the 
volatility distribution. These included additional measurements, measurements 
at multiple residence times, etc. The best approach, based on their analysis, was 
the performance of isothermal dilution measurements (Fig. 3c) in a small smog 
chamber together with the thermodenuder measurements. Isothermal dilution 
has the advantage that it produces results that do not depend on the enthalpy of 
evaporation, while the use of a small chamber allows access to much longer

View Article Online
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t (min) C*(ngm'3)

Fig. 3 (a) The red line is the thermogram corresponding to the true properties of the aerosol (consisting
of 10% C* = 0.1 mg m~3,30% 1 mg m~3,60% 10 mg mT3, DHvap = 50 kJ moU1 and am = 1) and the black 

dots correspond to the 'measured' MFR versus Ttd for the aerosol. (b) Estimated and true volatility 
distribution, using TD measurements, for an OA (consisting of 10% C* = 0.1 mg mT3 , 30% 1 mg mT3 , 

60% 10 mg mT3, DHvap = 50 kJ moU1 and am = 1). The error bars represent the uncertainty of the 
estimated value. The vaporization enthalpy was estimated with a value equal to 91 kJ moU1 and the 

accommodation coefficient with a value equal to 0.44. (c) Isothermal dilution measurements (MFR as 
function of time). The red line corresponds to the aerosol consisting of 10% C* = 0.1 mg mT3 , 30% 

1 mg mT3 , 60% 10 mg mu3, DHvap = 50 kJ moU1 and am = 1 and the black dots correspond to the 
'measured' MFR versus time. (d) Estimated and true volatility distribution, combining TD and isothermal 

dilution measurements, for an OA (consisting of 10% C* = 0.1 mg mu3,30% 1 mg mT3,60% 10 mg mu3, 
DHvap = 50 kJ moU1 and am = 1). The error bars represent the uncertainty of the estimated value. The 

vaporization enthalpy was estimated to be equal to 50 kJ moU1 and the accommodation coefficient 
with a value equal to 0.88.

14 | Faraday Discuss., 2013, 165, 9-24 This journal is © The Royal Society of Chemistry 2013
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timescales than a thermodenuder. Combination of the information of the two 
methods produced in most cases an accurate volatility distribution with modest 
uncertainty (Fig. 3d).

One of the major potential problems in thermodenuder-based estimates of the 
OA volatility distribution is the potential for chemical changes to the organic 
aerosol compounds during their heating to high temperatures. Comparisons of 
the AMS spectra of the remaining OA at the same MFR with that of isothermal 
dilution experiments can provide a valuable test of the validity of the thermode- 
nuder measurements. Based on our existing measurements, problems may start 
to arise at temperatures over 150 °C in thermodenuders.

3.2 Measurement of the O : C

The OA O : C can be measured with a High Resolution AMS (HR-AMS) using the 
detailed mapping of the AMS spectrum to fragments of organic molecules. 
However, the AMS provides on its own only the average O : C of the OA and not a 
distribution. There may be compounds with much higher and much lower O : C 
compared to the average in the sampled aerosol. Some information about the 
O : C distribution, but not the actual distribution, can be obtained by combina­
tion of the AMS with a thermodenuder.29 This can allow the estimation of the 
average O : C of each volatility bin in the VBS framework.

Despite the high-resolution of the mass spectra and the corresponding 
information there are uncertainties in the measured O : C due to the uncertainty 
introduced by the need to separate the water from the dehydration of the organic 
molecules from the water vapor from the ambient air, etc.

3.3 Combination of physical and chemical characteristics

The combination of the rich dataset that the AMS spectra provide with a factor 
analysis technique (Positive Matrix Factorization or PMF)30 can provide additional 
insights into the sources and processing of ambient OA that can be mapped onto 
the 2D-VBS. PMF can separate the fresh primary organic aerosol from hydro­
carbon combustion sources like transportation (Hydrocarbon-like OA or HOA), 
the relatively oxygenated OA from biomass combustion (BBOA), and the oxygen­
ated OA (OOA) (Fig. 4).

PMF often results in two OOA types, one of moderate oxygen content that 
correlates with semivolatile inorganic PM components and has been named 
semivolatile-OOA (SV-OOA) and one of higher oxygen content that correlates with 
low volatile components like sulfates (LV-OOA). The significance of these OOA 
types is still under debate. They could represent different aerosol types (e.g., from 
different precursors or chemical pathways) or they could be the two extremes of 
the oxidation of OA observed in the corresponding study.

PMF can be performed in measurements of a thermodenuder-AMS combina­
tion, providing in this way thermograms of the corresponding aerosol types. 
These thermograms can then be used (as discussed in Section 3.1) together with a 
thermodenuder model to estimate the volatility distribution of each aerosol type 
and place them in the 2D-VBS space (Fig. 4). While this still does not provide a full 
2D-VBS distribution due to our inability to measure the O : C distribution, it does 
provide a rich characterization of the ambient OA in the corresponding space. 
These measurements can be used both to provide insights about the sources and
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Fig. 4 Volatility and O : C ratio for atmospheric organic compounds. The volatility ranges discussed in 
the text (ELVOC, LVOC, SVOC, IVOC and VOC) are indicated by colour bands. Also shown are the 
approximate locations offactors (HOA, BBOA, SV-OOA, and LV-OOA) estimated from the PMF analysis of 

ambient OA mass spectra together with the locations of primary emissions of biomass burning vapors 

and other organic vapour emissions.

processing of ambient OA and also to test our understanding during the evalu­
ation of chemical transport models.

4 Simulation of OA in the 2D-VBS

Application of the 2D-VBS in CTMs requires discretization of the volatility-oxygen 
content space into bins. Murphy et a!.31 used 12 logarithmically spaced bins along 
the axis of effective saturation concentration (C* — 10~5 to 106 mg m~3 at 300 K). 
They included, therefore, ELVOCs, LVOCs, SVOCs and IVOCs in the system while 
they simulated the VOCs explicitly using the SAPRC gas-phase chemistry mech­
anism. The 0.0 to 1.2 O : C range was simulated using 13 bins spaced by 0.1. The 
2D-VBS was therefore discretized using 156 bins.

Emissions of primary organic aerosol (LVOCs, SVOCs and IVOCs) were 
assumed to have an O : C of 0.1 and to have a volatility distribution based on the 
available measurements.32 The first generation products of anthropogenic and 
biogenic VOCs were assumed to have volatility distributions consistent with the 
available smog chamber studies and a volatility dependent O : C ratio based on 
the literature.33-36’29 More details can be found in Murphy et a!.37’31

4.1 Combining functionalization and fragmentation

One of the major features of the 2D-VBS is its ability to describe the multiple 
generations of reactions of the first generation products of the VOCs as well as the 
SVOCs and IVOCs. Murphy et a!.31 focused on the gas-phase oxidation of these 
compounds by the hydroxyl radical, OH. After the unique first-generation step, we 
hypothesize that aging by reaction with OH can be written as follows:

No Nc*

ROG + OH/ aljPtj
i— 1 j— 1

where ROG is a specific reactive organic gas and aij is the stoichiometric yield of 
the product, Pij with i oxygen atoms added relative to the organic gas parent and

16 | Faraday Discuss., 2013, 165, 9-24 This journal is © The Royal Society of Chemistry 2013
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experiences a change in volatility by j volatility bins relative to the parent. NC* is 
the total number of volatility intervals. The number of oxygen atoms added per 
generation of oxidation, i, will vary depending on the particular chemical pathway 
followed. Murphy et a!.31 following the analysis of Donahue et a!.21 adopted the 
functionalization scheme shown in Fig. 5. The transformation must be mapped 
from the kernel, which describes the number of added oxygens, to the y-axis of the 
2D-VBS, which is O : C. Each point in the 2D-VBS has a different average carbon 
number21 and thus will inform the translation from number of added oxygen 
atoms to change in O : C.37 In this scheme all OA components (anthropogenic and 
biogenic) were allowed to age chemically.

Fragmentation takes place at the same time as functionalization. Murphy 
et a!.,31 following the analysis of Donahue et a!.,21 assumed that the O : C of the 
larger fragments will be similar to the O : C of the reactant compounds. As a result 
these fragments will move directly to the right in the 2D-VBS space, increasing in 
volatility but not in O : C. The smallest fragments will have a much larger O : C 
than the reactant. Murphy et a!.31 assigned mass in all of the volatility bins to 
the right of the midpoint (from the reactant volatility bin to the highest modeled 
bin) O : C values that move diagonally towards the highest modeled O : C. The 
fragmentation branching ratio was parameterized following Donahue et a!.22 as: 
bfrag — (O : C)(1/6). Based on this dependence on O : C, compounds with O : C 
exceeding 0.4 will most likely fragment.

This scheme was tested in a Lagrangian CTM against measurements collected 
during the EUCAARI campaings using AMS measurements from Finokalia 
(Greece), Cabauw (Netherlands) and Mace Head (Ireland) during the summer of 
2008 and winter of 2009. The resulting model tended to underpredict the OA 
during the summer (average fractional bias — —0.13 and average fractional 
error — 0.17) in all sites while during the winter it overpredicted OA concentration 
in Cabauw and Mace Head (average fractional bias — 0.59 and average fractional 
error — 0.61) and underpredicted in Finokalia (average fractional bias — —0.34 
and average fractional error — 0.34). While this performance for OA mass 
concentration is encouraging the scheme seriously underpredicted the O : C in all 
locations in both seasons (average fractional bias — —0.56 and average fractional 
error — 0.56). The scheme drives the OA components to much lower volatility 
rapidly, after one or may be two oxidation steps (Fig. 5) and the corresponding

View Article Online

Paper Faraday Discussions

cyio7 cyio6 cyio5 cyio4 cyio3 cyioo cyio c
Saturation Concentration [|igm'3]

Fig. 5 Functionalization scheme in the 2D-VBS proposed by Murphy et a/.31 The numbers in the red 

circles are the yields of the corresponding products.

This journal is © The Royal Society of Chemistry 2013 Faraday Discuss., 2013, 165, 9-24 | 17
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compounds move almost completely to the particulate phase. While in the 
particulate phase they are protected to a large extent from attacks by OH38 and 
additional oxidation and therefore their O : C does not increase further. Frag­
mentation reduces the OA concentration, balancing to some extent the significant 
increases caused by this relatively aggressive functionalization scheme, but it 
does not increase the corresponding O : C.

This detailed functionalization/fragmentation scheme of Murphy et a!.31 had 
encouraging performance but additional improvements are needed so that it can 
capture the evolution of OA.

4.2 A simple scheme

Murphy et a!.,31,37 recognizing the challenges of capturing the complexities of 
fragmentation and functionalization, proposed a simple aging scheme for the 2D- 
VBS to capture the net change of the aging OA volatility-O : C distribution. This 
scheme outlined in Fig. 6 assumes that the net change caused by the various 
processes is a reduction of the average volatility by a factor of 10 and the addition 
of one oxygen atom for half the products and two for the other half. This scheme 
is an extension of the 1D-VBS having the same volatility reduction rate during the 
gas-phase reactions with OH (a rate constant of 1 x 10—11 cm3 molec—1 s—1 for 
anthropogenic SOA and 4 x 10—11 cm3 molec—1 s—1 for the products of anthro­
pogenic IVOCs and SVOCs). Murphy et a!.31,37 assumed that for biogenic SOA the 
aging resulted in an increase in O : C but no net change in volatility.

The evaluation of this simple scheme against the EUCAARI measurements was 
surprisingly good. The model reproduced the summer OA concentration 
measurements in all sites well (average fractional bias — 0.33 and average frac­
tional error — 0.25) and had a tendency towards overprediction in the winter 
(average fractional bias — 0.47 and average fractional error — 0.52). It did quite 
well in reproducing the O : C observations in all sites during both seasons 
(average fractional bias — 0.01 and average fraction error — 0.18). This suggests 
that this simple scheme appears to capture the net impact of chemical aging on 
the OA concentration and O : C ratio, at least for the specific conditions of the 
EUCAARI dataset. It clearly represents an oversimplification of what is actually 
taking place, but it can still provide useful guidance for the development of future 
2D-VBS aging schemes.

4.3 The road forward

The above examples illustrate the efforts to translate our limited understanding of 
the OA evolution to practical computational schemes for the simulation of 
atmospheric OA. Even if these schemes are at their infancy, they already provide

View Article Online

Faraday Discussions Paper

Fig. 6 Simple aging parameterization proposed by Murphy et a/.37
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encouraging results. Future steps should involve more detailed evaluation and 
constraining of these schemes with ambient observations not only of the OA 
concentration and the O : C but also the OA volatility distribution, laboratory 
studies of the chemical aging of anthropogenic and biogenic SVOCs, IVOCs, and 
subsequent analysis of the results using this modeling framework, and finally 
efforts to project detailed reaction schemes onto the 2D-VBS.

5 The age of OA

The OA in the atmosphere appears to reach a highly oxidized state (LV-OOA in 
Fig. 4). However, the time required for the transition from fresh POA, VOCs, or 
IVOCs to LV-OOA is uncertain. It is for sure less than the lifetime of particles in 
the atmosphere (estimated to be of the order of week). Wagstrom and Pandis39 
proposed an algorithm for the calculation of the age distribution of the different 
pollutants at a given place including OA and its components. The algorithm is 
based on the Particle Source Apportionment Technology (PSAT), a technique to 
follow material emitted from different sources inside a CTM.40 The age of 
pollutants is calculated by defining as a “source” the emissions during specified 
time intervals (instead of the traditional use of source types or source areas). The 
simulation period is then discretized (say in periods of six hours) and PSAT 
calculates the contribution of the different temporal sources to the concentration 
of a pollutant in a given place and time. From these, the age distribution of the 
pollutant is calculated.

The average age of the OA at the ground level during a summertime period in 
the Eastern US is depicted in Fig. 7.

The age is based on the time of emission of either the corresponding particles 
or the precursor vapors. So the age includes the period required for the formation 
of secondary particulate matter. The average age varies from approximately a day 
in areas with significant emissions of VOCs to approximately three days in more

View Article Online
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Fig. 7 Estimated average age (days) of OA at the ground level during July. The estimates were made 

using PSAT and PMCAMx following the approach of Wagstrom and Pandis.39 The OA was simulated 
using the VBS approach.

This journal is © The Royal Society of Chemistry 2013 Faraday Discuss., 2013, 165, 9-24 | 19
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remote areas (e.g., over the ocean). It is significantly less than the average lifetime 
of particles as one would expect. These results strongly suggest that the conver­
sion of material to OOA requires 1-2 days during the summertime.

5.1 Source-receptor relationships

The fact that a lot of the OA around us (even in major urban areas) has been in the 
atmosphere for a significant period of time suggests that a significant fraction of 
this PM has been emitted elsewhere. As an example, Skyllakou et al.41 examined 
the contribution of different source areas to the OA in Paris, a megacity, during 
the summer. They classified the OA into three categories based on its origin: local 
sources referred to the contributions from the urban agglomeration (an area of 
around 50 km around the city center), mid-range those coming from distances 
between 50 and 500 km, and long range those coming from more than 500 km 
from Paris. Using PSAT they estimated the contributions shown in Fig. 8. While 
more than half of the fresh POA was local, both the anthropogenic and biogenic 
SOA came mostly from midrange sources, with significant contributions from 
long-range transport. For total OA, the local contribution was estimated to be 
quite small (around 10%), with half of the remaining OA coming from mid-range 
and the other half from long-range sources. These estimates were consistent with 
the highly oxygenated nature of OA measured during that period in the MEGA- 
POLI project42 and estimates based on the small differences of OA concentrations 
in sites inside and around Paris.43

6 OA and ultrafine particles

Studies during the last decade have revealed that sulfuric acid plays a dominant 
role in the formation of new particles in the atmosphere by nucleation.44 However, 
the growth of the fresh ultrafine particles to larger sizes in the boundary layer

View Article Online
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■ LOCAL ■ MID RANGE □ LONG RANGE

fresh POA

anthropogenic
SOA

biogenic SOA
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Percentage Contribution from each area

Fig. 8 Percent contributions from each transport category (local, mid-range and long range) for 
different types of organic aerosol in Paris during the summer.
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cannot be explained in most cases by condensation of sulfuric acid monomers 
alone.45 Low volatility organics appear to be involved and to actually dominate the 
growth in periods of high biogenic activity. Exceptions to this are areas with high 
sulfur dioxide concentrations, like parts of the northeastern US.46 However, the 
gas-phase organics simulated by current CTMs are in the SVOC volatility range. 
The curvature of the fresh particles (they are a few nanometers in diameter) 
together with the corresponding Kelvin effect makes condensation of these vapors 
on these fresh particles negligible and cannot explain the corresponding growth.

There have been a number of efforts to explain how organic vapors can help 
these nanometer size particles grow. Riipinen et a!.45 estimated that a significant 
fraction of the SOA produced (around 50%) should behave as if it were nonvol­
atile. Something like that is, however, not compatible with the first-generation 
yields of SOA from biogenic precursors observed in the lab. The yields are quite 
low for low SOA concentrations. One potential explanation is that these ELVOCs 
are produced as second-generation products from the oxidation for SVOCs in the 
gas phase by OH.38 To test this hypothesis we coupled the VBS approach with the 
DMAN particle dynamics model of Jung et a!.47 and evaluated it under typical 
nucleation conditions in Europe. We found, after a number of tests that a 
reaction converting the gas-phase fraction of the C* — 1 mg m-3 to ELVOCs with 
C* — 10-3 mg m-3 with a reasonable rate constant of 1 x 10-11 cm3 molec-1 s-1 
(currently used in the VBS for secondary OA components) can explain the 
observations. The predicted growth of new particles for a typical nucleation event 
is shown in Fig. 9. The new particles grow to approximately 50 nm with an average 
growth rate of 5 nm h-1.

The composition of the growing particles is shown in Fig. 10. In the beginning 
they consist mostly of ammonium sulfate and bisulfate as sulfuric acid and 
ammonia were the nucleating vapors in the simulation. However, the system soon 
runs out of sulfuric acid (most of the available sulfur dioxide has reacted) and 
organics are responsible for the growth of the particles to larger sizes. By the end 
of the day these new particles consist mostly of organic particulate matter. The 
organic material that is required for the corresponding growth is quite small, just 
30 ng m-3. Of course at the same time there is considerable condensation of
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Fig. 9 Predicted evolution of the aerosol number distribution (particles cm 3) for a typical nucleation 
event in Northern Europe.
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Fig. 10 Predicted chemical composition of the new particles formed during a nucleation event.

organic PM to the larger particles in the accumulation mode. The volatility 
distribution of the material condensing on the growing fresh particles is inter­
esting. Less than half of this material is the ELVOCs produced from the assumed 
aging reaction. The other material is SVOCs that mix with these ELVOCs, accel­
erating in this way the overall growth rate.

7 Conclusions

Most of the OA that we are breathing, even in urban areas, has started its atmo­
spheric life (as organic vapors or particles) a day or two ago in an area probably a 
few hundred kilometers away. Coupling of the available CTMs with source 
apportionment algorithms like PSAT used in this work suggest that the average 
age of the OA that we are breathing is 1-2 days and that its average transport 
distance is 300-1000 km depending on the conditions. This allows the OA to 
chemically age, become quite oxygenated and to have different properties from its 
original form.

The two dimensional volatility-oxygen content space can be a useful tool for 
the description of the behavior of atmospheric OA. Measurement of the OA 
distribution in this space is challenging, but there has been significant progress 
during the last decade. The combination of thermodenuder with isothermal 
volatility measurements, the AMS and the corresponding aerosol evaporation 
models is a promising approach for this measurement. The PMF analysis of the 
corresponding AMS measurements of the evaporating OA can also provide valu­
able information about the characterization of the OA in this two-dimensional 
space.

The evolution of the OA in the 2D-VBS can be included in the available CTMs. 
The existing first efforts are encouraging, showing the potential of these models 
to reproduce the observed OA concentrations and O:C levels. However, the best 
performing approach is still the simplest one, simulating only the net effect of 
functionalization and fragmentation processes. Additional studies of these

22 | Faraday Discuss., 2013, 165, 9-24 This journal is © The Royal Society of Chemistry 2013
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processes in the laboratory and mapping of the corresponding results in the 2D- 
VBS space is required to improve the corresponding models.

The low volatility and semivolatile components of ambient OA (LVOCs and 
SVOCs) are the most important for its mass concentration. However, the 
extremely low volatility components (ELVOCs) can be critical for the growth of 
new particles formed by nucleation and therefore for the CCN concentration. 
Ambient observations strongly indicate that the growth of new particles by 
organics is indeed taking place and can dominate the growth in environments 
with modest or low sulfur dioxide concentrations. Chemical aging reactions 
converting the SVOCs to ELVOCs through reactions with OH can explain the 
observed growth and are consistent with the available observations.
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Abstract. Organic compounds represent a significant frac­
tion of submicrometer atmospheric aerosol mass. Even if 
most of these compounds are semi-volatile in atmospheric 
concentrations, the ambient organic aerosol volatility is quite 
uncertain. The most common volatility measurement method 
relies on the use of a thermodenuder (TD). The aerosol 
passes through a heated tube where its more volatile compo­
nents evaporate, leaving the less volatile components behind 
in the particulate phase. The typical result of a thermode­
nuder measurement is the mass fraction remaining (MFR), 
which depends, among other factors, on the organic aerosol 
(OA) vaporization enthalpy and the accommodation coeffi­
cient. We use a new method combining forward modeling, 
introduction of “experimental” error, and inverse modeling 
with error minimization for the interpretation of TD measure­
ments. The OA volatility distribution, its effective vaporiza­
tion enthalpy, the mass accommodation coefficient and the 
corresponding uncertainty ranges are calculated. Our results 
indicate that existing TD-based approaches quite often can­
not estimate reliably the OA volatility distribution, leading 
to large uncertainties, since there are many different combi­
nations of the three properties that can lead to similar ther­
mograms. We propose an improved experimental approach 
combining TD and isothermal dilution measurements. We 
evaluate this experimental approach using the same model, 
and show that it is suitable for studies of OA volatility in the 
lab and the field.

1 Introduction

Atmospheric aerosol particles play an important role in the 
Earth’s energy balance by absorbing and scattering solar ra­
diation (direct effect) and influencing the properties and life­
time of clouds (indirect effects) (IPCC, 2007). They have sig­
nificant negative effects on human health, including prema­
ture death, increases in respiratory illnesses, and cardiopul­
monary mortality (Nel, 2005; Pope and Dockery, 2006).

Aerosols contain a wide variety of inorganic and organic 
compounds, with organics representing about 50% of the 
fine (< 1 pm) aerosol mass (Zhang et al., 2007). Organic 
aerosol (OA) originates from many different natural and an­
thropogenic sources and processes. It can be emitted directly, 
e.g., from fossil fuels and biomass combustion (so-called pri­
mary organic aerosol), or formed by atmospheric oxidation 
of volatile organic compounds (VOCs) (secondary organic 
aerosol, SOA). Since the oxidation pathways for VOCs are 
complex and the reactions lead to hundreds or thousands of 
oxygenated products, our understanding of organic aerosol 
formation mechanisms and the OA chemical and physical 
properties is still incomplete.

The volatility of atmospheric OA is one of its most im­
portant physical properties. It determines the partitioning of 
these organic compounds between the gas and particulate 
phases, and the organic aerosol concentration, and influences 
the rate of reactions and the atmospheric fate of the corre­
sponding compounds. Measurement of the OA volatility dis­
tribution has been recognized as one of the major challenges 
in our efforts to quantify the rates of formation of secondary 
organic particulate matter (Donahue et al., 2012).

Published by Copernicus Publications on behalf of the European Geosciences Union.
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OA consists of thousands of compounds, too few of which 
have been identified. The volatility basis set framework 
(Donahue et al., 2006) was developed to describe absorp­
tive partitioning by lumping all these compounds into sur­
rogates along an axis of volatility. This approach typically 
employs species with effective saturation concentrations at 
298 K separated by one order of magnitude (bin), with val­
ues ranging from, say, 0.01 to 106 pg m-3. By quantifying the 
volatility distributions of primary and secondary OA, a phys­
ically reasonable description of semi-volatile organics that is 
still suitable for large-scale chemical transport models can be 
obtained (Pathak et al., 2007; Stanier et al., 2008).

Thermodenuders (TD) have been developed to measure 
the volatility of ambient aerosol (Burtscher et al., 2001; 
Wehner et al., 2002, 2004; Kalberer et al., 2004; An et al., 
2007). A TD consists of two basic parts: a heated tube where 
the more volatile particle components evaporate, leaving less 
volatile species behind, and the denuder tube containing usu­
ally activated carbon where the evaporated material is ad­
sorbed, avoiding potential re-condensation when the sample 
is cooled to room temperature. The aerosol mass fraction re­
maining (MFR) at a given temperature, after passing through 
the TD, is the most common way of reporting the TD mea­
surements.

The measurement of the volatility of OA has received con­
siderable attention recently, and has been carried out both in 
the field (Engler et al., 2007; Huffman et al., 2009; Lee et al., 
2010; Cappa and Jimenez, 2010) and in the laboratory (An et 
al., 2007; Jonssonetal., 2007; Saleh etal., 2008;Faulhaberet 
al., 2009). One of the main issues related to the use of ther­
modenuders is whether equilibrium is reached in the heat­
ing section of the instrument. Saleh et al. (2008) used high 
organic aerosol concentrations, allowing the model organic 
aerosol in their experiments to reach equilibrium in their TD. 
Using their integrated volume method, they were then able to 
determine the saturation concentration of the corresponding 
organic particles. Riipinen et al. (2010) showed that equili­
bration times in TDs depend on many factors, such as the 
organic aerosol loading and the accommodation coefficient. 
These authors argued that OA practically never reaches equi­
librium in a TD at ambient concentration levels. For labora­
tory measurements, equilibrium can be reached with the use 
of high organic aerosol loadings (larger than 200 pgm-3), 
and when the residence time in the heated section of the 
TD exceeds 30 s (Riipinen et al., 2010; Saleh et al., 2011). 
An et al. (2007) introduced an improved TD allowing for 
larger residence times. Lee et al. (2010, 2011) performed 
thermodenuder experiments at two residence times, and ar­
gued that multiple residence times are needed in order to 
decouple mass transfer effects from thermodynamics. Sim­
ilar conclusions were reached by Riipinen et al. (2010) and 
Cappa (2010). Saleh et al. (2012) used a particle concentra­
tor before passing the ambient aerosol through the thermod- 
enuder to increase the aerosol concentration levels and to re­
duce the equilibration timescale. Volatility measurements on

longer timescales, where equilibrium of the system can be 
reached, have been performed by Grieshop et al. (2009).

Dynamic aerosol evaporation models (Riipinen et al., 
2010; Cappa, 2010; Fuentes and McFiggans, 2012) are 
needed in most cases for the interpretation of TD measure­
ments and the estimation of OA volatility. However, the MFR 
of OA in a TD depends not only on its volatility distribu­
tion, but also on the vaporization enthalpy and potential mass 
transfer resistances as the particles evaporate. The inversion 
of the TD measurements to calculate the OA volatility dis­
tribution has proven to be challenging because of the many 
parameters affecting the resulting MFR.

Previous studies have assumed a priori values for the ef­
fective vaporization enthalpy and the mass accommodation 
coefficient in order to estimate the OA volatility. Lee et 
al. (2010) tried to measure the volatility of ambient OA 
assuming values for the vaporization enthalpy and the ac­
commodation coefficient equal to 80kJmol-1 and 0.05, re­
spectively. They used the time-dependent evaporation model 
by Riipinen et al. (2010), with least-squares minimization, 
to reproduce ambient measurements collected in the east­
ern Mediterranean. For most measurements, it was difficult 
to estimate the volatility distribution, especially for the less 
volatile components. Moreover, a change in the accommo­
dation coefficient from 0.05 to 1 resulted in a shifting of 
the estimated volatility distribution by one order of magni­
tude. Lee et al. (2011) used the same mass transfer model 
in order to reproduce experimental measurements from dif­
ferent precursors, assuming values for the vaporization en­
thalpy and the accommodation coefficient. Cappa (2010) de­
veloped a new model of evaporation in a TD accounting for 
the cooling section and the velocity profile across the TD 
tube. They demonstrated the importance of the vaporization 
enthalpy, especially for values less than 100 kJ mol-1. They 
also underlined the importance of constraining the value of 
accommodation coefficient in order to quantify the volatil­
ity distribution of OA. Cappa and Jimenez (2010) used the 
model of Cappa (2010) to quantify the volatility distribu­
tion of ambient OA in Mexico City using measurements from 
the MILAGRO (Megacity Initiative: Local And Global Re­
search Observations) campaign. Assuming several values for 
the vaporization enthalpy, either using the relationship from 
Epstein et al. (2010) or assuming that the vaporization en­
thalpy depended linearly on temperature or that it had con­
stant values from 50 to 150 kJ mol-1, they estimated differ­
ent volatility distributions. Changing the value of the accom­
modation coefficient from 1 to 0.1, the estimated volatility 
distribution was shifted to higher values by approximately 
one order of magnitude. Fuentes and McFiggans (2012) used 
a dynamic aerosol evaporation model and the Epstein et 
al. (2010) relationship for the vaporization enthalpy, to calcu­
late the volatility distribution for a-pinene SOA together with 
a small value of the accommodation coefficient. The estima­
tion of the accommodation coefficient during the evaporation 
of atmospheric OA has been the focus of a number of studies.
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Saleh et al. (2012) developed a method combining a parti­
cle concentrator (in order to achieve high mass loadings) and 
a thermodenuder. Using the thermodenuder model by Saleh 
et al. (2011), they measured the effective evaporation coef­
ficient of ambient aerosol. Their results suggested accom­
modation coefficients with values around 0.3 for the ambi­
ent particles that they examined. Cappa and Wilson (2011) 
focused on the evolution of organic aerosol mass spectra 
from lubricating oil and secondary aerosol from a-pinene ox­
idation upon heating, using the Cappa (2010) model. They 
adopted volatility distributions from previous studies (Pathak 
et al., 2007; Grieshop et al., 2009), and a vaporization en­
thalpy based on the Epstein et al. (2010) relationship. One of 
their major conclusions was that there were high mass trans­
fer resistances (estimated accommodation coefficients on the 
order of 10-4) during the evaporation of the a-pinene SOA.

The sensitivity of TD results to several additional pa­
rameters has also been investigated in past studies. Lee et 
al. (2010) concluded that a monodisperse approximation us­
ing one effective value for the diameter of the particles in­
stead of the full distribution resulted in changes in the ther­
mograms of less than 2 %. Lee et al. (2011) explored the ef­
fect of the cooling section and the role of surface free en­
ergy, and Cappa (2010) the role of the assumed value for 
the diffusion coefficient or the average effective diameter of 
the particles. Once again, the conclusion was that these pa­
rameters were not as important as the vaporization enthalpy 
and the accommodation coefficient for the estimation of the 
volatility distribution. Recondensation in the cooling section 
has been investigated in a number of studies (Cappa, 2010; 
Saleh et al., 2011; Fuentes and McFiggans, 2012). Fuentes 
and McFiggans (2012), through a parametric analysis, con­
cluded that recondensation depends on a combination of fac­
tors, such as the mass loading, the particle size and the kinetic 
coefficient for re-condensation. Cappa (2010) showed that 
recondensation becomes significant for large aerosol load­
ings (larger than 200 pgm-3); thus, it is a problem mostly 
for laboratory experiments. Saleh et al. (2011) showed that 
a configuration with a small diameter for the cooling section 
can lead to negligible recondensation, even for higher aerosol 
loadings.

In this study, we explore methods for estimating the OA 
volatility distribution, together with the effective vaporiza­
tion enthalpy and mass accommodation coefficient. We de­
velop a method combining forward modeling with known 
values for the three properties that we will try to estimate, 
introduction of random “experimental” error and, finally, in­
verse modeling with least-squares error minimization for the 
estimation of the OA volatility distribution, its effective va­
porization enthalpy and the mass accommodation coefficient. 
We show that the best fit does not correspond to the most 
accurate estimate, due to the multiple local minima occur­
ring in this problem. We propose an approach of estimat­
ing an ensemble of solutions, and use them to derive a best 
guess and corresponding uncertainties for each of the three

properties. Experimental approaches to improve these esti­
mates and to reduce the corresponding uncertainties are ex­
plored. We examine the utility of using two residence times, 
using isothermal dilution instead of thermodenuder measure­
ments (Grieshop et al., 2009), and finally combining TD and 
isothermal dilution measurements.

2 Thermodenuder model

We use the mass transfer model of Riipinen et al. (2010) 
modeling the time-dependent evaporation of multicompo­
nent aerosol particles by solving the mass transfer equa­
tions for a monodisperse population of particles suspended 
in air. We assume a monodisperse population of particles. 
Lee et al. (2010) showed with the use of the same mass 
transfer model that this simplification resulted in errors of 
only a few percent (2 %), and it reduced the computational 
time considerably. The mass flux of compound i from the 
gas phase to the particles, Ii, is calculated by (Seinfeld and 
Pandis, 2006)

Ii
2n dpMi ftmi Di

RTtd
(Pi - p0), (1)

where dp is the particle diameter, R the ideal gas constant, 
Mi and Di the molecular weight and diffusion coefficient of 
compound i in the gas phase at temperature Ttd (the tem­
perature in the heated part of the TD), and p° and pi are 
the partial vapor pressures of i at the particle surface and far 
away from the particle, respectively. In our simulations, we 
assume a particle diameter of 200 nm, a molecular weight of 
0.2 kg mol-1 and a diffusion coefficient of 10-5 m2 s-1.

The mass flux is corrected for kinetic and transition regime 
effects with the factor ftmi (Fuchs and Sutugin, 1970):

1 + Kni

+ °.377) Kn + 4" Kn2’

(2)

where Kni is the Knudsen number, that is, the ratio of the 
mean free path of vapor i and the particle radius, and ami the 
mass accommodation coefficient of i on the particles. The 
mean free path is estimated by

Xi
3 ■ Di

c
(3)

where c is the mean velocity of the gas molecules, given by

8 ■ R ■ Ttd 

n ■ Mi '
(4)

The partial vapor pressure of i at the particle surface, pi0, is 
given by

0 _ ( 4M;o \
P; - xiYipsat,i exp RTpPdp)

Cf R Ttd / 4M;o

- Xmi^~ exp( RTPdp,
(5)
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where x; is the mole fraction and y; the activity coefficient of 
i in the particle phase, psat,; the pure-component vapor pres­
sure of i over a flat surface, Tp the particle temperature, Cf 
represents the effective saturation concentration of i in the 
volatility basis set (Donahue et al., 2006), and xmi is the mass 
fraction of i in the particle. In this study, we will be using a 
fixed basis set with four volatility bins, with effective satu­
ration concentrations of 0.01, 0.1, 1 and 10 pgm-3 for each 
volatility bin. We assume a surface tension of 0.05 Nm-1 
as a median of the range used in Riipinen et al. (2010). We 
repeated our simulations with values of 0.05-0.2 N m-1 for 
the surface energy, but this choice had practically no effect 
on the results, since the particles examined are too big and 
the Kelvin effect is not important. We also use a density of 
the surrogate compounds of 1500 kg m-3.

The saturation concentrations of the evaporating species at 
Ttd are estimated using the integrated form of the Clausius- 
Clapeyron equation:

Cf(Ttd) -

Cf (298K) exp
^Hvap,i

r

1

298

1

Ttd

298

Ttd
(6)

where AHvap,; is the vaporization enthalpy of species i. The 
temperature dependence of the diffusion coefficients of the 
evaporating species is taken into account by using

D; (Ttd) D; (298)
TTd\m 
298 /

(7)

where jx is a constant usually ranging from 1.5 to 2.0 (Chen 
and Othmer, 1962). We used the value of 1.75 for all the stud­
ied compounds.

The time-dependent evaporation of the organic aerosol is 
simulated by solving the differential equations for total par­
ticle mass mp and gas phase concentrations C; of the evapo­
rating species:

dmp

dt
Ii

i-1

dCi
-C- - I; ■ Ntot, 
dt

(8)

where Ntot is the total number concentration of the particles 
(assuming a monodisperse particle population). The MFR is 
then calculated from the ratio of the particle mass at t - tres 
(where tres is the residence time through the heating tube) 
to the initial mass of the particles. In this work, we study 
the evaporation of particles in a TD independently of the TD 
design and geometry: the only variables representing the in­
strument are the particle residence time and the temperature 
of the thermodenuder. We neglect the velocity and potential 
temperature gradients in the radial direction and thus focus 
on the particles moving along the centerline of the TD and at 
the corresponding centerline temperature. Saleh et al. (2011) 
showed that a similar model neglecting the radial dependence 
of the system reproduced well the behavior of model particles 
consisting of dicarboxylic acids.

We use, as inputs, values for the geometry of the TD (the 
length and the residence time in the heated tube), the temper­
ature inside the TD (Ttd), the initial mass concentration of 
the organic aerosol (Caer), and the properties of the organic 
compounds (such as the volatility distribution, vaporization 
enthalpy, accommodation coefficient, etc.). For the descrip­
tion of the geometry of the TD, we used the values for the 
Carnegie Mellon TD of Lee et al. (2010). Specifically for the 
heated tube, we used a length of 55 cm and a centerline resi­
dence time of 17 s.

Using the mass transfer model of Riipinen et al. (2010), 
modeling the time-dependent evaporation of multicompo­
nent aerosol particles, we constructed theoretical thermo­
grams (MFR versus Ttd). Previous studies have often as­
sumed that thermograms can be directly connected to the 
volatility of OA. Figure 1 indicates that we can have very 
similar thermograms for organic aerosols with very different 
volatilities (orders of magnitude different). In this example, 
the reduction in the saturation concentration is balanced by 
changes in the accommodation coefficient and the vaporiza­
tion enthalpy. The similarity of these suggests that the inver­
sion of the thermograms in order to calculate the OA volatil­
ity will be very challenging.

2.1 Pseudo-experimental data

In order to evaluate how well we can estimate the volatility 
distribution, we used “pseudo-experiments” corrupting the 
output of the TD model, for systems with known volatility 
distributions and properties, with randomly generated “ex­
perimental” errors. In this way, we could take into account 
the measurement uncertainty due to the variability of mea­
surement conditions, and produce relatively realistic “exper­
imental results” for systems with known volatility distribu­
tions and properties. We “corrupted” the TD model predic­
tions with random errors assuming a normal distribution, 
based on the variability of laboratory measurements with the 
same TD conducted by Paciga and Pandis (2014), with a 
standard deviation given by

a - 0.51 ■ MFRtrue - 0.5 ■ MFRj2rue, (9)

where MFRtrue are the correct MFR values. A typical exam­
ple is shown in Fig. 2.

In the rest of the inversion approaches, pseudo- 
experimental data were used. In this way, the experimental 
uncertainty was always taken into account, and an overes­
timation/underestimation of the corresponding algorithm is 
avoided.

2.2 Optimum OA volatility distribution

The MATLAB least-squares fitting algorithm Isqcurvefit was 
used in order to obtain the best possible fit between the 
“measured” and modeled MFRs. Four lognormally equally 
spaced volatility bins were used, with volatilities from 10-2
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Figure 1. Predicted thermograms (MFR versus Ttd) for OA with 
different properties. A singl e-co mpo nent aerosol (C* = 1 pg m-3, 
AHvap = <30 kJmol-1 and am = 0.05) gives practically the same 
thermogram as one with a mucli lower volatility (C* = 0.01 pg m-3, 
AHvap = 100 kJ mol-1 and am = 1).

to 10 pgm-3. The corresponding volatility distribution, va­
porization enthalpy and mass accommodation coefficient 
were estimated by the algorithm minimizing the sum of the 
squared differences between the MFR model predictions and 
the pseudo-measurements. In the least-squares optimization, 
a total of 12 pseudo-measurements was used in all cases.

A wide variety of compositions was tested during the sim­
ulations, including one-component, two-component or multi­
component aerosols with various volatility distributions and 
with different values for the vaporization enthalpy and the 
accommodation coefficient. The results for three of these 
tests that are used as illustrative examples are shown in Ta­
ble 1. For Test 1 corresponding to OA consisting of very 
low and high volatility material (60 % 0.01 pg m-3 and 40 % 
10 pgm-3), the optimization resulted in an absolute volatil­
ity error of less than 10 % for all bins. The vaporization en­
thalpy was well estimated (relative error equal to 8 %), and 
the mass accommodation coefficient was estimated within a 
factor of 2 (0.97 instead of 0.5). For Test 2 corresponding to 
multicomponent OA (10% 0.1 pgm-3, 30% 1 pgm-3 and 
60% 10 pgm-3), the estimated volatility distribution had a 
different shape than the true one, with more material pre­
dicted for the bin of 1 pg m-3 (predicted mass fraction equal 
to 0.49 instead of 0.3), and less for the 10 pgm-3 bin (pre­
dicted mass fraction equal to 0.31 instead of 0.6). Also, some 
very low volatility material was estimated (predicted mass 
fraction equal to 0.07 while none was present). The vapor­
ization enthalpy was estimated with a relative error equal 
to 40 %, and the accommodation coefficient was well esti­
mated (0.72 instead of unity). For Test 3 with the case of 
one-component OA with a volatility of 1 pgm-3, the esti­
mates of all properties were far from the truth. Most of the 
material (88 %) was estimated to be in the 0.1 pg m-3 bin in­
stead of 1 pgm-3, and some material (12%) was predicted 
in the highest volatility bin of 10 pgm-3. The estimated va­
porization enthalpy was more than a factor of 2 higher than

Figure 2. Typical example of “construction” of TD pseudo-data. 
The red line is the thermogram corresponding to the true proper­
ties of this aerosol , and the black dots correspond to the “measured” 
MFR versus Ttd for an aerosol consisting of two components: very 
low volatility material (60% C* =0.0 1 pgm-3) and relatively high 
volatility material (40 % C* = 10 pg m-3), with a vaporization en­
thalpy and a mass accommodation coefficient equal to 100 kJ mol-1 
and 1, respectively. Twelve “measurements” were constructed for 
equally spaced temperatures between 24 and 140 °C by corrupting 
the correct values with random experimental errors.

the true value, and the estimated accommodation coefficient 
was a factor of 25 lower than it should be.

The results, using different initial guesses for the case of 
multiple-component OA (Test 2), are shown in Fig. 3. For 
an initial guess of [0 0 0.3 0.7] for the mass fractions of the 
volatility bins (C* = [0.01 0.1 1 10] pgm-3), 50kJmol-1 for 
the vaporization enthalpy and 0.5 for the accommodation co­
efficient, the shape of the volatility distribution was estimated 
correctly, but with significant errors of 0.1-0.2 in the 0.1, 1 
and 10 pgm-3 bins. The vaporization enthalpy estimation er­
ror was 24 % and the estimated accommodation coefficient 
was 0.9, close to the true value of unity. This is however a lo­
cal minimum of the objective function. The global minimum 
(minimum error) was found when we used an initial guess 
of [0.1 0.1 0.3 0.5] for the mass fractions, 80kJmol-1 for 
A Hvap, and 0.2 for am. The estimated OA volatility distribu­
tion, in this case, is shown in Fig. 3b. In this case, the shape 
of the volatility distribution is not correct, and there are er­
rors in the mass fractions of the volatility bins as large as 0.3. 
The estimated vaporization enthalpy and accommodation co­
efficient were similar to those of the previous guess, with a 
relative error of 35% for AHvap. Due to the experimental 
error, the global minimum can correspond to volatility distri­
butions that are far from the true values. We conclude that the 
optimization method may not be appropriate for the estima­
tion of the volatility distribution, the vaporization enthalpy 
and the mass accommodation coefficient. It is also clear that 
we need an approach for estimating the corresponding uncer­
tainties.
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Figure 3. Estimated (bars) and true (red lines) volatility' distribu­
tion for OA consisting of 10% Cl* = 0.1 ggm-3, 310% 1 ggm-3, 
60 % 10 gg m-3, AHvap = 50kJmol-1 and am = 1, based on TD 
pseudo-data, (a) Solution corresponding; to a local minimum of 
the objective function. The estimated vaporization enthalpy and ac­
commodation coefficient are AEvap = 38 kJmol-1 and am = 0.9. 
(b) Siolution for the global minimum. The estimated AHvap and am 
are 68 kJmol-1 and 0.84, respectively.

2.3 Estimation of uncertainty

In an effort to explore in more detail the solution space for the 
problem, we discretized the parameter space and simulated 
all combinations of volatilities, AHvap and am. We used once 
more four bins for volatilities from 10-2 to 10 ggm-3, and 
varied the mass fraction of each bin from 0 to 1 with a step 
of 0.1. The values used for AHvap were from 20 to 200, with 
discrete values of 20, 50, 80, 100, 150 and 200 kJ mol-1, and 
for am, the values were from 0.01 (large mass resistance) to 
1 (no mass resistance), with discrete values of 0.01, 0.05, 
0.1, 0.2, 0.5 and 1. We also tried in our simulations other 
discretizations for the values of the vaporization enthalpy and 
the mass accommodation coefficient, and they did not affect 
the results. In the rest of the paper, the discretizations for the 
AHvap and the am described above will be used for all of the 
simulations. For each simulation, the percentage error was 
estimated from

Ei
100

n \
T. (MFRi,guess MFRi)2, (10)

where MFRiiguess is the MFR for a certain combination of pa­
rameters for data point i (corresponding to a specific temper­
ature), MFR,- is the “measured” MFR, and n is the number of 
the different temperatures Ttd used in our “measurements”.

After performing simulations for all combinations of all 
properties, we identified the combinations that led to small 
errors (less than 2 %). From these values, we then calculated 
a “best estimate” using the inverse error as a weighting fac­
tor:

x = (11)

where x, is the value of property i (the mass fractions of the 
volatility bin i or the vaporization enthalpy AHvap or the ac­
commodation coefficient log(am)).

We also calculated the uncertainty range for all three prop­
erties by calculating the standard deviation (a) of the corre­
sponding values:

?[ ((xi - x )2 ■( i)).
a (12)

The logarithms of the accommodation coefficient values 
were used in order to avoid negative accommodation coeffi­
cient values inside the uncertainty range. We report one stan­
dard deviation as the uncertainty range in the rest of the pa­
per.

3 Results

The first parameter of the thermodenuder experiments ex­
plored was the number of measurements at different temper­
atures in the thermogram under consideration. In previous 
studies, thermodenuder measurements vary between 6 (An 
et al., 2007) and 12 measurements (Faulhaber et al., 2009).

A wide variety of cases of OA were tested during the 
simulations once more. The results for a multicomponent 
OA with mostly nonvolatile material (80% 0.01 ggm-3, 5% 
0.1 gg m-3, 10 % 1 gg m-3 and 5 % 10 gg m-3), for the cases 
of 6 and 12 measurements, are given in Fig. 4 as a representa­
tive example. For the first experiment, with a small number of 
measurements (6 points), there is large uncertainty in the two 
least volatile bins (with a standard deviation up to 0.25). The 
uncertainty range in the least and most volatile bins (0.01 and 
10 gg m-3) does not include the correct values for the distri­
bution. In the second experiment, twice as many measure­
ments were used (12 points), the estimated uncertainty range 
is smaller (the standard deviation of all the predicted mass 
fractions is less than 0.08), and it contains the correct volatil­
ity distribution. The relative error of the estimated AHvap is 
13 %, in both experiments. Finally, the am is underestimated 
for both experiments, but with the second experiment (using 
12 measurements), the uncertainty range includes the correct 
value.

For cases of OA with more uniform volatility distributions 
(e.g., cases where the mass fraction varies less than 0.2 be­
tween the bins), the use of 12 measurements instead of 6 gave 
similar estimates for the three properties (volatility distribu­
tion, vaporization enthalpy and mass accommodation coeffi­
cient) and the same uncertainty ranges. In cases of extreme 
volatility distributions, where most material is in one or two 
volatility bins, as in the case of the example in Fig. 4, using 
more measurements resulted in better estimates and smaller
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Table 1. Values of the true and estimated properties (volatility distribution, vaporization enthalpy, accommodation coefficient) for three OA
examples.

Test 1 Test 2 Test 3
OA with very low and Multiple- One-
high volatility material component OA component OA

True values C* = [0.01 0.1 1 10] C* = [0.01 0.1 1 10] C* = [0.01 0.1 1 10]
Xi = [0.6 0 0 0.4] Xi = [0 0.1 0.3 0.6] Xi =[0 0 10]
A Hvap = 100 kJmol-1 A Hvap = 50 kJmol-1 AHvap = 80 kJ mol-1
am = 0.5 am = 1 am = 1

Optimization results C* = [0.01 0.1 1 10] C* = [0.01 0.1 1 10] C* = [0.01 0.1 1 10]
Xi = [0.63 0 0 0.37] Xi = [0.07 0.13 0.49 0.31] Xi =[0 0.88 0 0.12]
AHvap = 92 kJmol-1 A Hvap = 70 kJmol-1 AHvap = 181 kJmol-1
am = 0.97 am = 0.72 am = 0. 04
Ei = 1.09a Ei = 0.3 Ei = 0.81

a The error, given by Eq. (10), describes the quality of the fit.
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Figure 4. Estimated (bars) and true (red lines) parameter -values for 
an OA with 80% 0.01 pgm-3, 5% 0.1 pgm-3, 10% 1 pgm-3, 
and 5% 10pgm-3, AHvap = 80kJmol-1 and am = 1 for 6 mea­
surements, (a) volatility distribution, (b) AHvap, and (c) am, and 
using 12 measurements for (d) volatility distribution, (e) AHvap, 
and (f) am. The error bars represent the uncertainty ofthe estimated 
value.

uncertainty ranges than using only a small number of mea­
surements.

In Fig. 5, we examine two more cases of OA with ex­
treme volatility distributions using 12 pseudo-measurements. 
In the first test, which is the same OA as in Test 1 discussed

in Sect. 2.2, the OA consists of two components: very low 
volatility material (60 % 0.01 pg m-3) and high volatility ma­
terial (40% 10 pgm-3). The estimated uncertainty range is 
large, especially for the two least volatile bins (with an uncer­
tainty equal to 0.2), but it includes the actual volatility distri­
bution. Also, the estimated volatility distribution has the cor­
rect shape. The estimated vaporization enthalpy has an error 
of 5 %, while the accommodation coefficient error is around 
20%.

In the second test, we assume that the OA consists of 
very low volatility material (50% 0.01 pgm-3) and rela­
tively high volatility material (50 % 1 pgm-3). The shape of 
the volatility distribution of the OA is not captured by the in­
version results, the estimated uncertainty range is large (the 
uncertainty of all the predicted mass fractions is around 0.2), 
and the uncertainty range does not contain the actual volatil­
ity distribution. The error of the estimated AHvap is 8 %. The 
accommodation coefficient is underpredicted by one order 
of magnitude (value equal to 0.15 instead of unity). The TD 
measurements are not sufficient in this case for the accurate 
estimation of the OA volatility distribution.

In order to evaluate how general the above results of the 
proposed volatility estimation method are, we performed ad­
ditional tests using ten randomly generated volatility dis­
tributions. The sets of parameters used are shown in Ta­
ble 2. The ten first parameter sets have random OA volatility 
distributions, a vaporization enthalpy equal to 90kJmol-1 
(chosen as a reasonable intermediate value between 20 and 
200 kJmol-1), and an accommodation coefficient of 0.1 
(chosen as a medium mass resistance). Additional cases with 
either low (sets 11-13) or high mass transfer resistance (sets 
14-16) and cases with low (sets 11 and 13) or higher vapor­
ization enthalpies (sets 12, 15 and 16) were also examined.

The inversion results are shown in Table 3. They include 
the average absolute errors for the VBS bins, the relative er­
ror (%) for the vaporization enthalpy, and the errors for am (in
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Table 2. Sets of random volatility distributions used for the evaluation of different inversion approaches.

OA
parameter set

Mass fraction
AHvap

(kJ mol-1) am0.01 pgm 3 0.1 pg m-3 1 pg m-3 10 pg m-3

1 0.135 0.06 0.14 0.665 90 0.1
2 0.45 0.04 0.315 0.195 90 0.1
3 0.255 0.115 0.47 0.16 90 0.1
4 0.235 0.045 0.025 0.695 90 0.1
5 0.565 0.23 0.175 0.03 90 0.1
6 0.105 0.21 0.59 0.095 90 0.1
7 0.375 0.405 0.15 0.07 90 0.1
8 0.375 0.095 0.07 0.46 90 0.1
9 0.145 0.435 0.25 0.17 90 0.1
10 0.245 0.085 0.08 0.59 90 0.1
11 0.565 0.23 0.175 0.03 70 1
12 0.565 0.23 0.175 0.03 140 1
13 0.245 0.085 0.08 0.59 60 1
14 0.245 0.085 0.08 0.59 120 0.01
15 0.135 0.06 0.14 0.665 120 0.01
16 0.105 0.21 0.59 0.095 140 0.01
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Figure 15. Estitrated (b)a.rs) and true property values (red lines) using 
12 TD measurements, for two types of OA. (a) Volatility distribu­
tion, (b) AHvap, (c) am for OA, with 60% 0.01 pgm-3 and 40 % 
10 pg m-3, AHvap = 100kJm ol- 1 and am = 1, and (d) volatility 
distribution, (e) AHvap, and (f) am for OA, with 50% 0.01 pgm-3 
and 50% 1 pgm-3. AHvap = 150kJmol-1 and am = 1. The error 
bars represent the uncertainty of the estimated value.

orders of magnitude). These results indicate that an accurate 
estimation of the OA volatility distribution is challenging in 
most cases. The volatility distribution was estimated with av­
erage absolute errors less than 0.1 for six out of the sixteen 
cases tested (sets 1, 4, 8, 9 10 and 13), and for the rest of 
the cases, the errors were up to 0.22. The average relative er­
ror of the estimated AHvap was roughly 10 %. The error for 
the estimated accommodation coefficient varied from half to 
almost one and a half order of magnitude. Concerning the un­
certainties (not shown), the uncertainty range of the volatility 
distribution in most of the cases was large (around 0.2). Ex­
ceptions are the cases with most material in the lowest and 
highest volatility bins, where the uncertainty range is 0.05­
0.15. The uncertainty in the estimated AHvap for most of the 
cases was around 20 %. The uncertainty in the estimated ac­
commodation coefficient varied from less than one order of 
magnitude to two orders of magnitude.

Based on the above results, it is evident that it is very dif­
ficult to estimate the three properties accurately and with a 
small uncertainty range, since there are many combinations 
of properties than can lead to a thermogram quite similar to 
the one from the pseudo-experiment. So, even if the uncer­
tainty estimation method proposed here is a step forward, the 
TD inversion results are either too uncertain or sometimes 
erroneous. The TD measurements using one residence time 
(17 s) are not sufficient to constrain the three properties, since 
equilibrium is not reached in most cases. It is clear that im­
provements in the volatility measurement approach itself are 
needed. A number of ideas are explored in the next section. 
These include using more than one TD residence time or us­
ing measurements on much longer timescales (e.g., isother­
mal dilution measurements).
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4 Improvements in the volatility measurement method

4.1 Use of two residence times

In order to improve the method for the estimation of the OA 
volatility distribution, AHvap and am, we simulated “mea­
surements” using two residence times (Lee et al., 2010), but 
with half the data points for each measurement (6 points for 
each residence time). We used two residence times of 17 and 
34 s. The estimation of the volatility distributions was im­
proved, but the improvement in most cases was small to mod­
est. For example, for the case of OA consisting of very low 
volatility material (50% 0.01 pgm-3) and relatively high 
volatility material (50 % 1 pgm-3), the correct volatility dis­
tribution was still not retrieved, the uncertainty range once 
again was large (equal to 0.2), and it did not contain the ac­
tual volatility distribution. The relative error of the estimated 
AHvap was 6 %. The accommodation coefficient was under­
predicted by one order of magnitude (value equal to 0.12 in­
stead of unity).

We performed a number of tests with different OA sys­
tems. The use of two residence times resulted in improved es­
timates in some cases (e.g., single-component systems), but 
in the majority of the cases, the improvement was marginal. 
The results were often quite similar to those of the one resi­
dence time discussed above (with twice the data points). This 
was due to the fact that in most cases, the system is still far 
from equilibrium. We concluded that just doubling the res­
idence time was not sufficient and that the residence time 
should increase to tens of minutes in most of the cases. This 
is very difficult though for continuous flow systems, so the 
next step was the exploration of the utility of evaporation 
measurements at much longer timescales than those that can 
be reached with a TD.

4.2 Isothermal dilution experiments

We tested the effectiveness of performing only isothermal 
dilution measurements instead of TD measurements. The 
isothermal evaporation of OA can take place in a smog cham­
ber, and allows residence times of a few hours (Grieshop et 
al., 2009). The isothermal evaporation results at room tem­
perature do not depend on AHvap, but only on C* and am. We 
assume that we dilute our OA samples during the injection in 
the chamber with a 10-fold volume of clean air, so in this 
way, the initial gas and particle concentrations are lowered 
by a factor of 10, and the system is out of equilibrium. We 
allow the aerosol to evaporate in the chamber for 2 h and as­
sume that its concentration is measured every 10 min. The er­
ror distribution used for the isothermal dilution is also based 
on the variability of the corresponding laboratory data. We 
“corrupted” the time-dependent mass transfer model predic­
tions with a random error, assuming a uniform distribution 
with a standard deviation given by
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Figure 6. Isothermal dilution measurements (MFR as a function of 
time) for an aerosol with 60% 0.01 pgm-3 and 40% 10pgm-3, 
AHvap = 100 kJmol-1 and am = 1. The red line corresponds to the 
true properties of the aerosol, and the black dots are the “measured” 
MFR values.

a = 0.05 ■ MFRtrue + 0.03, (13)

where MFRtrue are the correct MFR values.
A typical set of isothermal dilution “measurements” is 

shown in Fig. 6. The organic particles reach equilibrium 
with the gas phase after approximately thirty minutes in this 
pseudo-experiment. The inversion results for the case of OA 
consisting of very low volatility material (60 % 0.01 pgm-3) 
and high volatility material (40 % 10 pgm-3), are shown in 
Fig. 7. The estimated volatility distribution had significant 
error, and the uncertainty was large (equal to 0.2). The ac­
commodation coefficient was estimated within 20 %.

The dilution method was also used for the random sets 
of volatility distributions shown in Table 2, and the results 
are shown in Table 3. The average absolute errors for the 
VBS bins were around 0.2, and the errors for the accommo­
dation coefficient in all cases were up to one order of mag­
nitude. Isothermal dilution did not consistently improve the 
estimated volatility distributions and the accommodation co­
efficient compared to the use of TD measurements. The un­
certainty remains large, since there are still many combina­
tions of the two properties that can lead to similar dilution 
curves.

4.3 Combination of TD and isothermal dilution 
measurements

We continued with the test of effectiveness of combin­
ing TD and isothermal dilution “measurements” using the 
same method as in Sect. 2.3. We used the same discretiza­
tion for the values of the volatility distribution, the vapor­
ization enthalpy and the accommodation coefficient, and 
constructed, using the evaporation model, the theoretical 
thermograms. Using random numbers based on a normal 
distribution (for the case of thermodenuder measurements) 
and uniform distribution (for the case of isothermal dilution
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Table 3. Results for the sets of random volatility distributions using different inversion approaches.

OA
parameter set

TD measurements Dilution measurements TD and dilution measurements

Average 
absolute error 
for VBS bins

Relative 
error (%) for

AHvap

Error for 
am (orders 

of magnitude)

Average 
absolute error 
for VBS bins

Error for 
am (orders 

ofmagnitude)

Average 
absolute error 
for VBS bins

Relative 
error (%)

for AHvap

Error for 
am (orders 

of magnitude)

1 0.05 6 0.43 0.13 0.39 0.02 11 0
2 0.13 3 0.06 0.11 0.17 0.02 2 0.16
3 0.1 8 0.1 0.51 0.19 0.07 2 0.02
4 0.08 10 0.45 0.19 0.36 0.02 4 0.1
5 0.14 4 0.28 0.12 0.44 0.14 0.7 0.46
6 0.1 10 0.02 0.15 0.02 0.07 10 0.04
7 0.14 7 0.13 0.06 0.19 0.07 2 0.05
8 0.07 4 0.17 0.18 0.34 0.04 0.9 0.06
9 0.09 3 0.04 0.07 0.21 0.09 0.1 0.34
10 0.06 11 0.45 0.16 0.46 0.06 11 0.37
11 0.14 14 1.17 0.12 1.06 0.1 14 0.77
12 0.11 14 0.95 0.12 1.06 0.06 23 0.96
13 0.06 2 0.3 0.07 0.17 0.08 0.04 0.24
14 0.18 25 1.22 0.2 0.75 0.33 17 1
15 0.22 14 1.12 0.21 0.83 0.3 8 1.22
16 0.11 11 0.63 0.18 0.50 0.17 4 0.32
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Figure 7. Estimated (bars) volatility distribution and accommoda­
tion coefficient and true (red lines) values using isothermal dilu­
tion “measurements”, for' an OA with 60% 0.01 pgm-3 and 40% 
10pgm-3; AHvap = 10f kJmol-1 and am = 1. (a) Volatility dis­
tribution and (b) am.

measurements), we produced pseudo-measurements for the 
different experiments. For the resulting 24 measurements 
(12 for each TD and dilution pseudo-experiment), we then 
performed the error minimization with the percentage error 
given by Eq. (10), treating equally the TD and isothermal di­
lution measurements. In the case of Test 1 (Table 1) shown 
in Fig. 8, the estimated volatility distribution has the correct 
shape, and the corresponding uncertainty range is small (un­
certainty less than or equal to 0.1). The AHvap and the am 
were estimated within a few percent. In another challenging 
test (Fig. 9), the shape of the volatility distribution is again 
predicted correctly. The estimated value of the vaporization 
enthalpy has an error of only 7 %, and the estimated accom­
modation coefficient is 0.4 instead of unity.

We also repeated all the tests of Table 2. The re­
sults are shown in Table 3. In 70% of the cases, the 
volatility distribution was reproduced with absolute errors 
less than 0.1. The average relative error of the estimated

AHvap was roughly 7 %. The error for the estimated accom­
modation coefficient for the cases of OA varied from less 
than half an order of magnitude up to one order of magni­
tude. The uncertainties (not shown) for the volatility distri­
bution in 70% of the cases were not higher than 0.05-0.1. 
The uncertainties for the vaporization enthalpy were around 
10 %. The accommodation coefficient, for the cases of OA 
with a value equal to 0.1, had an uncertainty of half an or­
der of magnitude. For cases where the accommodation co­
efficient was equal to unity, it was underpredicted, with an 
uncertainty varying from half an order of magnitude (set 13), 
to one order of magnitude (set 11), to two orders of magni­
tude (set 12). For the cases of OA (sets 14 to 16) where the 
accommodation coefficient is equal to 0.01, it was overesti­
mated by up to one order of magnitude.

Problems appeared in the three cases (sets 5, 9, and 13) in 
which less than 20 % of the OA evaporated, and in the three 
cases where equilibrium was not reached (sets 14, 15, and 
16). Using a higher initial dilution (100 times dilution), the 
actual volatility distribution was captured in sets 9 and 13, 
with uncertainties equal to 0.2 and 0.1, respectively. Results 
for set 5 improved marginally, because further evaporation 
could not be achieved due to the large amount of nonvolatile 
material in the OA. The longer residence times improved the 
accuracy of the estimated volatility distributions (errors less 
than 0.1). The errors in AHvap and the accommodation coef­
ficient were also reduced in all cases.

Summarizing, using both TD and dilution experiments re­
produced volatility distributions with average uncertainties 
between 0.05 and 0.1 for most cases, provided that more than 
20 % or so of the aerosol evaporated during dilution and that 
the system had enough time to come close to equilibrium. 
The vaporization enthalpy was estimated with average errors
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Figure 8. Estimated (bars) and true (red lines) parameter val­
ues combining TD and isothermal dilution measurements, for 
an OA with 60% 0.01 pgm-3 and 40% 10pgm-3, AHvap = 
100 kJmol-1 and am = 1 for (a) volatility distribution, (b) AHvap, 
and (c) am.

Figure 9. Estimated (bars) and true (red lines) parameter values 
combining TD and isothermal dilution measurements, for an OA 
with 50% 0.01 pgm-3 and 50% 1 pgm-3, AHvap = 150kJmol-1 
and am = 1 for (a) volatility distribution, (b) AHvap, and (c) am.

less than 10 % in most cases. Estimation of the accommoda­
tion coefficient was more challenging than the other param­
eters. Problems occur mostly when evaporation in dilution 
experiments is less than 20 %, or when equilibrium is not 
reached.

5 Conclusions

Multiple combinations of parameters (C*, AHvap, am) can 
lead to practically indistinguishable thermograms during TD 
measurements. The estimated volatility distribution, based 
on the minimum error, can be wrong by several orders of 
magnitude due to the multiple solutions that exist, leading 
to multiple local minima of the objective function. We intro­
duce a new method combining forward modeling, introduc­
tion of experimental error and inverse modeling with error 
minimization for the interpretation of existing TD measure­
ments. With this method, using an ensemble of “best solu­
tions”, we were able to calculate a best estimate and anuncer- 
tainty range for the estimated volatility distribution, the va­
porization enthalpy and the accommodation coefficient. We 
show that this uncertainty range is often large and sometimes 
does not even include the true value of the properties, with 
the exception in the estimation of the vaporization enthalpy, 
where the errors are around 5-20 % in most cases tested.

Experimental approaches that would improve the method 
were explored. The performance of TD measurements un­
der multiple residence times results in a small to modest 
improvement in the results, since equilibrium is still not 
reached. The idea of using experiments on a totally longer 
timescale in order to achieve equilibrium was then examined

with the use of dilution measurements. Use of isothermal di­
lution on its own instead of TD measurements usually leads 
to worse estimates of the volatility distribution compared to 
the TD. However, combining both TD and isothermal dilu­
tion measurements leads to promising results in the majority 
of the cases. Cases for which problems remain include those 
in which the OA does not come close to equilibrium after di­
lution, or when the corresponding evaporated fraction is less 
than 20 %. Increased dilution and longer residence times can 
help in these cases. The approach combining TD and isother­
mal dilution measurements is recommended for future stud­
ies of OA volatility in both the lab and the field.
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Abstract Organic-aerosol phase partitioning (volatility) and oxidative aging are 
inextricably linked in the atmosphere because partitioning largely controls the rates 
and mechanisms of aging reactions as well as the actual amount of organic aerosol. 
Here we discuss those linkages, describing the basic theory of partitioning thermo­
dynamics as well as the dynamics that may limit the approach to equilibrium under 
some conditions. We then discuss oxidative aging in three forms: homogeneous 
gas-phase oxidation, heterogeneous oxidation via uptake of gas-phase oxidants, and 
aqueous-phase oxidation. We present general scaling arguments to constrain the 
relative importance of these processes in the atmosphere, compared to each other 
and compared to the characteristic residence time of particles in the atmosphere.
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1 Introduction

Until very recently organic aerosol (OA) was commonly regarded as a mixture of 
non-volatile, non-reactive, primary organic aerosol (POA) [1, 2] augmented with a 
coating of secondary organic aerosol (SOA). POA particles were regarded as 
relatively non-volatile composites of organic compounds emitted by individual 
sources, such as biomass burning [3-5], gasoline [6-8] and diesel [1, 9] vehicles, 
food preparation [10-13], smoking [14], and numerous other small sources. SOA 
was regarded as an additional coating of secondary organic compounds formed via 
gas-phase oxidation of volatile organic carbon (VOC) precursors. Some of these 
reaction products evidently had a sufficiently low vapor pressure to condense onto 
pre-existing particles [15, 16]. Through a decade or so of research it became clear 
that SOA consisted of a mixture containing a large fraction of semi-volatile organic 
compounds that partitioned between the vapor and condensed phases based on well- 
established solution thermodynamics [17, 18].

This basic picture of organic aerosol was relatively well developed by the end of 
the 1990s. Chemical transport models were fed by inventories for POA emissions 
from a wide array of sources, and those emissions were treated in a variety of 
microphysics modules as effectively non-volatile and often chemically inert 
particles [19, 20]. SOA models evolved from relatively primitive treatments that 
simply converted a fixed fraction of VOC emissions into equally non-volatile 
secondary material (for example 12% of monoterpene emissions) to more sophisti­
cated “two-product” representations that treated the equilibrium partitioning of 
surrogate species based on smog-chamber experiments [21-23]. Even today some 
global-scale models represent SOA as a fixed non-volatile fraction of VOC 
emissions [24, 25].

In most model representations of OA behavior, there was little if any consider­
ation of long-term OA aging. With the realization that some OA could serve as 
relatively efficient cloud condensation nuclei [26-28] and also that soluble salts
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such as ammonium sulfate would condense onto even the most hydrophobic 
organic cores, many models added some form of ad hoc aging timescale, typically 
converting a “hydrophobic” organic mode into a “hydrophilic” organic mode with a 
fixed timescale (usually of order 2 days).

Recently this picture has been more or less turned upside down. We now 
recognize that most POA emissions are actually fairly volatile, while SOA (at 
least in the form found in the atmosphere) is not very volatile at all [29, 30]. 
There is some debate over the effective volatility of even “traditional” SOA formed 
in smog-chamber experiments (called “chamber SOA” hereafter) [31], but it is also 
clear that chamber SOA is often a poor match for the SOA observed in the 
atmosphere. At the same time, recent papers have raised questions about the 
physical state of OA particles. There is considerable evidence that some OA 
particles may exist in a glassy or semi-solid state [32-34], and there is some 
confusion about whether this glassy state invalidates the solution thermodynamics 
treatments that have been developed to date (it does not) and debate over whether 
the mixtures actually reach equilibrium (they may not).

Work in our groups over the past decade has focused on the hypothesis that the 
coupling of gas-particle partitioning and gas-phase oxidation chemistry plays a 
central role in the properties and evolution of organic aerosol in the atmosphere, 
and that a very large fraction of all organic carbon atoms found in ambient particles 
has been involved in gas-phase chemical reactions at some point during their stay in 
the atmosphere. Volatility, in other words, plays a central role in the aging of 
organic aerosol in the atmosphere.

This chapter will focus on the interplay between volatility and chemical aging as 
it relates to organic aerosol. We shall emphasize the role of gas-phase oxidation 
chemistry but address other mechanisms as well. That emphasis is not meant to 
suggest that other aging mechanisms are unimportant, but rather that this one is 
important. Many of those other processes are ably covered by other articles in this 
volume.

2 Background

Of a total flux of non-methane reduced organic compounds into the atmosphere of 
about 1,350 Tg year-1 [35, 36], only 10% or so leads to organic aerosol [25, 37]. 
However, less than 1% of the primary organic emissions into the atmosphere have a 
sufficiently low volatility to remain in the condensed phase under ambient 
conditions, so SOA formation must be a huge part (90% or more) of the OA story 
[38]. The straightforward fact is that only a small fraction of all organic compounds 
(by mass) in the atmosphere have what it takes to stay on or in a particle. That 
special property is low volatility, and most compounds acquire that low volatility 
via chemical transformation in the atmosphere.
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It is important to develop a sense of scale for volatility. A typical OA concen­
tration is of the order 1 mg m-3 (a mass fraction of 1 ppbm) and, if the molar weight 
of the SOA molecules averages 200 g mole-1, the mole fraction of OA is roughly 
100 ppt. If OA consisted of a single, pure organic compound and it had a saturation 
vapor pressure of 10-7 Torr (1.3 x 10-5 Pa), that compound would be 50% in the 
gas phase and 50% in the condensed phase at equilibrium under ambient conditions. 
That is a good definition of a semi-volatile constituent. Compounds with this 
saturation vapor pressure (over a sub-cooled liquid state) include pentacosane 
(C25H52, the canonical paraffin) and glucose. Those are not molecules one normally 
considers “semi volatile”; it is thus reasonable to expect standard intuition to be off 
target when considering organic aerosol. Of course, OA particles are not pure but 
rather contain thousands of different molecules, so mixing thermodynamics plays 
an important role as well. Furthermore, paraffin and glucose are notably viscous, so 
it is not necessarily surprising that viscosity effects may be important to OA 
behavior.

2.1 Phase Partitioning Thermodynamics

The thermodynamics of semi-volatile phase partitioning for atmospheric OA 
mixtures has been extensively treated in the literature [17, 18, 39, 40] and will 
only briefly be reviewed here. We express the effective saturation concentration 
(C*) of an organic compound by converting its saturation vapor pressure into mass 
concentration units and multiplying by the appropriate activity coefficient for the 
organic mixture (this is the inverse of the partitioning coefficient used in some 
formulations: Kp;i = 1/C*). The general effect of a solution is to lower the 
equilibrium partial pressure of a species from the equilibrium vapor pressure of 
the pure species; if the fractional reduction in the partial pressure (the activity) is 
equal to the fraction in the condensed phase, the solution is ideal and Raoult’s law 
applies. One simplifying assumption is to treat the system as a “pseudo-ideal” 
solution [23] in which the activity coefficients of individual compounds remain 
more or less constant over ambient conditions, in which case C* for a given 
compound will remain constant as well.

The fundamental property of interest is the equilibrium fraction X of a com­
pound in the condensed phase (vs the total in the condensed and vapor phases). 
With a total concentration of condensed-phase solute (often assumed to be the total 
concentration of organic aerosol, COA), this is given very simply by

Xi = (1 + C*/Coa)-1. (1)

This is a straightforward equation. It is evident that when the total OA 
concentration equals the saturation concentration of a constituent (C* = COA), 
that constituent will be 50% in the condensed phase at equilibrium (X = 0.5).
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Furthermore, a constituent with C* = 0.1 COA will be ~90% in the condensed 
phase while a constituent with C* = 10 COA will be only ~10% in the condensed 
phase. There is thus a fairly narrow range of (extremely low) volatilities spanning 
approximately a factor of 100 in C , centered around COA, where a compound will 
be “semi volatile.” Furthermore, this range varies with the aerosol loading - at 
high COA of perhaps 100 mg m-3 found in very polluted cities (or source- 
dominated locations such as highway tunnels), the whole range of semi-volatiles 
will be shifted by a factor of 100 toward higher volatility. Also, experiments with 
significantly higher aerosol concentrations may not have phase partitioning con­
sistent with the atmosphere. Until quite recently aerosol chamber experiments 
were performed with hundreds to thousands of micrograms per cubic meter of 
aerosol, resulting in phase partitioning very different from ambient conditions. 
Emissions measurements are still routinely performed at these unrealistic 
conditions.

There are at least three separate ways of treating partitioning for practical 
application to atmospheric aerosol. One is to run a full thermodynamic model 
containing an ensemble of specific molecules, while the other two are empirical.

2.1.1 Explicit Methods

Explicit methods seek to treat chemistry and thermodynamics with molecular 
detail, either including as complete a set of compounds as possible [41] or 
employing a reduced set of surrogate compounds to represent the full array of 
atmospheric compounds [21]. In either case the thermodynamics for this model 
system are treated as fully as possible, with individual vapor pressures and activity 
coefficients for the mixture calculated using one of several thermodynamic schemes 
[42-45]. A major challenge for this approach is the fact that the molecular compo­
sition of the vast majority of the OA mass is not known. However, when OA 
composition is known or if it can be predicted, they do allow one to assess as 
completely as possible the consistency of available data.

Recent studies on SOA derived from a-pinene are a good illustration of the 
explicit methods. Simulations of a-pinene ozonolysis using detailed chemistry from 
the Master Chemical Mechanism reproduce both SOA mass yields and the volatil­
ity distribution derived from chamber studies with good fidelity [46], though an 
earlier simulation using similar MCM chemistry but different vapor pressure 
estimation methods under-predicted SOA mass yields at low loading (COA < 10 
mg m-3) [47]. A tailored a-pinene oxidation mechanism also performs well in 
comparison with chamber experiments [48]. A generative mechanism (GECKO- 
A) applied to a-pinene photo-oxidation generally over-predicts SOA formation, 
especially under low-NOx conditions [49]. None of those simulations modeled 
additional condensed-phase oligomerization chemistry. While the model- 
measurement intercomparisons were in general good, the dual uncertainties of the 
chemical mechanisms and vapor pressure estimation greatly complicated
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substantive intercomparisons, even when additional measurements such as oxida­
tion state of the SOA were included [46, 49].

2.1.2 Empirical Methods

Empirical methods are based on fits of partitioning data (generally chamber 
observations) to identify a set of pseudo-compounds with different abundances, 
which can then be used to simulate the gas-particle partitioning of OA. A major 
challenge with this approach is whether the properties of these pseudo-compounds 
are constant as one extrapolates away from the conditions under which the experi­
ment was conducted. To help minimize these errors, it is critical to condition the 
partitioning experiments over as much atmospherically relevant space as possible.

N-Product Models

The most widely used empirical method is the “Odum two-product model” used to 
interpret many chamber experiments and implemented widely in air-quality models 
[23, 50]. When chamber SOA formation data are fitted to a two-product model, the 
output parameters are two mass yield parameters and two partitioning coefficients 
(Kp;i = 1/C*), giving a total of four free parameters. The two pseudo-species are 
not typically associated with any particular molecular products but rather regarded 
as completely empirical objects. In general they split into a “low-volatility” and a 
“high-volatility” product. One issue is that the recovered C* values are highly 
dependent on the experimental dataset. The C* values recovered from data fitting 
often coincide approximately with the range of measured COA values in the data, so 
the volatility of the two pseudo products depends on the concentration range of the 
experiments [51]. As an example, the C value commonly used for isoprene SOA is 
approximately 1 mg m-3 [52], while the “low-volatility” C* value used until 
recently for a-pinene SOA was higher, at 15 mg m-3 [53, 54]. It would be surprising 
if SOA derived from isoprene (with five carbons) were less volatile than SOA 
derived from a-pinene (with ten carbons); however, because isoprene SOA 
experiments produce much less SOA than a-pinene SOA experiments, the empiri­
cally derived product volatilities are skewed. This can have unexpected 
consequences when the two systems are mixed in a model simulation, where the 
presence of isoprene SOA will “seed” more volatile a-pinene SOA formation. 
Reality is more likely to be the opposite of this.

Some of the deficiencies of the empirical two-product model can be eliminated 
by adding information to a multiple product model. One solution is to map products 
from chamber experiments onto a “carbon-number-polarity grid” based not only on 
the empirically observed SOA mass but also expected product properties [55]. 
Chemical evolution could be described on the grid, enabling a sensible description 
of aging.
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Fig. 1 Partitioning behavior of organics for 1 mg m 3 of total organic aerosol (COA), shown as the 
fraction in the condensed phase (X, height of bars and curve) vs saturation concentration (C*)

Volatility Basis Set

Another empirical approach is known as the “Volatility Basis Set” (VBS). Like the 
two-product model, the VBS is empirical. However, the pseudo-product volatilities 
are fixed over a wide range, with C values typically separated by a single order of 
magnitude at 300 K [40]. An example is shown in Fig. 1. In a VBS fit the free 
parameters correspond to the different total concentrations (in any phase) in each 
volatility “bin” (each pseudo product). Thus, a VBS fit to SOA data with C bins at 
1,10, 100, and 1,000 mg m~3 has the same number of formal degrees of freedom as 
a two-product model, but there is a crucial difference. Because the VBS C values 
are fixed, the overall partitioning function (Eq. 1) is only sensitive to the volatility 
of a given bin when COA is within about a single order of magnitude of the C* value 
for that bin. The VBS parameters are thus relatively robust and independent of each 
other (there is covariance among adjacent bins, however, and so data can often have 
many equally good fits where material is divided differently among neighboring 
bins [56]). VBS parameters can only be fitted to data over slightly more than the 
range of COA values in a dataset - the extremes at lower or higher volatility must be 
constrained by other means, such as an overall carbon balance. With those 
constraints, a nine-bin VBS is often employed with C* ranging from 0.01 mg m~3 
to 106 mg m~3 [38]. This spans the full range of fully condensed organics, semi­
volatile vapors, and “intermediate volatility” species and permits a good carbon 
mass balance. Though this requires nine species for transport in a model, if all 
organics form a pseudo-ideal solution the VBS fits from different OA sources can 
easily be combined to predict overall partitioning for a mixture without the unex­
pected consequences sometimes emerging from the two-product model.
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Non-ideality

A downside of the empirical approaches is they give little insight into non-ideal 
behavior of complex mixtures, including mixing effects of different organics (their 
activity coefficients), interaction with water, and interaction with inorganic 
constituents including salts and elemental carbon. These latter two types of 
interactions typically involve significant extrapolation away from the conditions 
of the experiments used to derive the fits. Unfortunately, there are very few direct 
measurements of activity coefficients for relevant organic molecules over relevant 
organic mixtures. It seems reasonable to expect seemingly similar OA, such as SOA 
derived from different precursors, to interact in a more or less ideal fashion, and 
indeed isotopic labeling experiments have confirmed this [57, 58]. However, 
mixing of less similar organics, such as relatively non-polar POA and more polar 
SOA, is less clear. Some experiments using non-polar organic “seeds” show little 
enhancement in SOA formation over experiments employing inorganic seeds [59], 
while other experiments directly observing mixing of SOA and POA by tracking 
the evolution of different size modes using size-resolved mass spectrometry show 
more nuanced behavior, with rapid mixing of semi-volatile POA into SOA seeds in 
some cases but not in others [60].

While methods based on explicit surrogate molecules (or complete enumeration 
of the organic mixture) can rely on calculated activity coefficients, the empirical 
methods must rely on approximations. In two-product SOA schemes one approach 
is to assume that generally similar classes of species mix with each other ideally 
(for example all SOA pseudo-products), but to permit either ideal mixing or 
complete phase separation of less similar constituents (for example SOA with 
POA) [23]. More generally, the empirical methods contain very little information 
about the molecular structure of OA constituents as they are based only on observed 
gas-particle partitioning and total mass concentrations. This complicates 
calculations not only of activity coefficients but also of important properties like 
the organic mass to organic carbon ratio (OM:OC) or the closely related oxygen to 
carbon ratio (O:C). Of course, composition information can be added based on 
additional observations, as with the carbon-number-polarity grid described above
[61] . However, with the one-dimensional VBS there is an intrinsic problem: 
compounds with similar volatility can be very different chemically. For example, 
two compounds with a (sub-cooled liquid) saturation concentration near 10 pg m~3 
are tricosane (C23H48) and levoglucosan (C6H10O5). Each are important in the 
atmosphere - tricosane is a constituent of lubricating oil [9] while levoglucosan 
is an important tracer for wood burning because it is a cellulose pyrolysis product
[62] - but it is not surprising that lumping both into an identical bin in the 1D-VBS 
could obscure critical differences in their behavior.

An important issue to consider is the consequence of non-ideality. Interactions 
that enhance partitioning to the particle phase are important because they increase
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aerosol concentrations and also often shield organics from the gas-phase oxidation 
discussed below. However, interactions that increase volatility will drive 
compounds into the gas phase where they will likely be oxidized quickly. In 
many cases the reaction products will return to the condensed phase, though on 
different particles and in a higher oxidation state. It is thus essential that one 
considers phase partitioning and aging together, and also that the coupled issues 
be considered jointly when developing simplified parameterizations for complex 
chemical transport models.

Two-Dimensional Volatility Space

A two-dimensional version of the VBS addresses the issues just described, includ­
ing non-ideality and the substantial differences in species contained in a single bin 
of the 1D-VBS [63, 64]. In addition, the two-dimensional volatility space (2D- 
VBS) enables more realistic treatment of aging chemistry and important properties 
such as hygroscopicity. The second dimension is formally the average oxidation 
state of carbon (OSC) described in Kroll et al. [65], which is related to the oxygen to 
carbon ratio (for “normally” bonded molecules, OSC = 2 O:C - H:C). Figure 2a 
shows the average molecular composition (carbon number, nC; hydrogen number 
nH; oxygen number nO) in this space and also the approximate O:C for typical 
ambient aerosol composition [66]. Also shown are the measured saturation 
concentrations and OSC for tricosane and levoglucosan. This shows that the 
approximate formulae given by the contours are not far off from observations, 
that these seemingly non-volatile species are in fact quite volatile by atmospheric 
standards, and that in the 2D space these quite different species are well separated 
even though their volatilities are nearly identical.

The x axis in the 2D-VBS is formally the pure-component saturation concentra­
tion Co rather than the effective saturation concentration C , which includes the 
activity coefficient: C = gCo. A simplifying assumption in the 2D-VBS is that 
the activity coefficient is a function of the average O:C of the OA as well as 
the properties of the individual organic solute [63]. Figure 2b shows g as an 
example for a case where the O:C of the bulk OA is 0.5 (typical of fairly fresh 
oxidized organic aerosol (OOA) in an urban setting [67]). In this case the contours 
are for different pseudo species (or bins) in the 2D-VBS. For example, a species 
with a Co of 1 pg m~3 and an O:C of 0.1 would have g = 10 (the last contour 
shown), meaning C* = 10 pg m~3 for that particular mixture. The notable thing in 
Fig. 2b is that the predicted activity coefficients are mostly very close to 1, with the 
exception of very reduced material in the paraffin range typically associated with 
POA emissions. This confirms that most SOA species (with elevated O:C) will tend 
to form a nearly ideal solution with each other and only the semi-volatile POA 
species will tend to either phase separate into a distinct condensed phase or else 
have a higher partial pressure and thus partition toward the gas phase.
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Fig. 2 (a) Organic aerosol composition in 2D space defined by pure component saturation 
concentration (Co) and average carbon oxidation state (OSC). Solid black lines extending from 
lower left to upper right are average carbon number (nC). Solid green curves bending from top to 
lower left are average oxygen number (nO). Dashed blue curves bending from bottom to upper left 
are average hydrogen number (nH). Measured saturation concentrations for tricosane (C23H48, 
gray circle) and levoglucosan (C6H10O5, brown circle) are shown as well. Both are semi volatile 
under ambient conditions. (b) Activity coefficients of organics in an organic solution with an 
average O:C = 0.5 (typical of fresh SOA or urban conditions). Contours are spaced by 0.5 and 
extend to 10.0. Values in the lower left of the space (occupied by compounds typically constituting 
POA) are much larger than 10.0

Temperature Dependence

The temperature dependence of saturation concentrations can be approximated to 
first order by an Arrhenius type equation resembling the Clausius Clapeyron 
equation [40, 68]:

C°(T) = C°(300) exp [AHvap/R(1=300 - 1 /T)\. (2)

In the VBS formalism the effect of changing temperature is to shift the C* (or Co) 
values of the bins. The bins themselves shift with temperature - one does not
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repartition material from one bin to another. This is straightforward [40, 69]. The 
exact AHvap for organic compounds remain a topic of some debate, but for a AHvap 
near 100 kJ mole-1, a temperature change of 20 K results in a one-decade shift in a 
volatility bin.

2.2 Dynamics of Condensation and Evaporation

The equilibrium thermodynamics described above applies to all systems, but a key 
question is whether atmospheric systems actually reach that equilibrium. Further­
more, equilibrium phase partitioning says little about what size particles organic 
compounds end up on. The dynamics of organic condensation and evaporation have 
recently gained renewed attention for several reasons. First, it is clear that in many 
environments organic condensation plays a critical role in the growth of freshly 
nucleated particles up to diameters of 100 nm or so [70-75], where they can 
influence cloud physics by acting as cloud condensation nuclei. Because the 
timescale for growth of these ultrafine particles is similar to the production and 
loss timescales of the condensable vapors, a dynamic treatment is required. Second, 
there is also growing evidence that many particles containing OA may be in a 
highly viscous (glassy) state [32-34]. For particle growth, the net condensation 
rate of organics to particles is critical because that controls the growth rate. 
For glassy particles, diffusion limitations within particles may be rate limiting 
in condensation and growth, potentially preventing semi-volatile organics from 
reaching equilibrium on atmospherically relevant timescales [31]. In-particle 
diffusion limitations could cause apparent mass accommodation coefficients well 
below unity.

The VBS provides a convenient framework for organic dynamics in addition to 
equilibrium partitioning because equilibrium is a balance between condensation (the 
molecular flux from the gas to the particle phase) and evaporation (the molecular flux 
from the particle phase to the gas). The difference between the vapor concentrations 
at the particle surface and far away from it serves as a driving force for net 
condensation or evaporation. Because the particle surface is usually assumed to be 
in equilibrium with the gas phase adjacent to it, evaporation depends explicitly on 
volatility. Condensation on the other hand depends only on the collision rate of 
molecules with the surface and so it is first order independent of volatility. The 
volatility of organic compounds thus affects the aerosol growth dynamics specifically 
through its influence on the evaporation term in the driving force for mass transport.

It can be shown that the intrinsic growth or evaporation rate associated with a 
given organic volatility is given by vDC* where the characteristic velocity vD is 
226 nm h-1/(mg m-3) [75]. This is modified by three important terms - the mass 
accommodation coefficient, a, the surface-energy (Kelvin) term for particles smaller 
than 50 nm or so, and the Fuchs term for gas-phase diffusion limitations in the 
boundary layer around a particle for particles larger than 50 nm or so (with Knudsen
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numbers Kn < 1). Barring other limitations, the evaporation rate (in nanometers per 
hour) for a pure particle with a gas-phase concentration Cvap held at 0 is thus given by

ddp/dt = F(dp)K(dp)C*aivD. (3)

This corresponds to a volume evaporation rate from a spherical particle of

dV/dt = 1/2PdpF(dp)K (dp)C*«ivD. (4)

Given a volume V = 1 /6pdp, we can define a timescale for mass transfer via 
condensation or evaporation from a particle as te = V/(dV/dt), or

te = (3F(dp)K(dp)C*«ivD)-1dp. (5)

This timescale for a given species is independent of the fraction of that species 
present in an ideal organic mixture, but it is based on the limit of little net diameter 
change (evaporation of a pure particle will be quicker because the expression must 
be integrated down to zero volume). The timescale as a function of d0 is shown in 
Fig. 3 for unit mass accommodation and pure particles made up of constituents with 
different C* values. The central bold curve is for C* = 1 mg m-3. Actual equilibra­
tion timescales will differ from this characteristic evaporation timescale; the exact 
timescale for equilibration of compounds in particles containing organic mixtures 
will depend on the extent of growth or evaporation required for a mixed particle to 
reach equilibrium. This in turn depends on the number concentration of particles 
because that dictates the total mass exchange between condensed and vapor phases, 
and for low volatility species equilibration timescales are often controlled by the 
condensational timescale, which can be faster than the evaporation timescale [76, 
77]. Regardless, the intrinsic evaporation timescale for C* = 1 mg m-3 organics in 
200 nm diameter particles is very nearly 1 h. Timescales for more or less volatile 
compounds can be found simply by multiplying these values by C* in mg m-3, as 
shown by the parallel curves for different C* bins. For example, in a typical SOA 
formation experiment from a-pinene in which 100-1,000 mg m-3 of SOA is 
formed, both VBS and two-product fits of product volatilities suggest that much 
of the SOA consists of species with volatilities also in the 100-1,000 mg m-3 range. 
One would thus expect these SOA particles to evaporate substantially in 30 s to 
6 min if the gas phase were forced to remain free of vapors.

There are at least three reasons why an evaporation timescale could be longer 
than the intrinsic value shown in Fig. 3. First, the actual mass accommodation 
coefficient a for the compound could be less than 1 [78, 79]. Mass accommodation 
is defined as the fraction of vapor collisions with the surface of a particle that wind up 
adsorbed onto that surface as opposed to more or less immediately rebounding from 
the surface. There is some debate for light molecules such as water as to whether a 
must be unity or whether it may be as low as 0.04 [80-84], and the average a for CO2 
from perfluoronated polyether (PFPE) is also approximately 0.5 [85]. Values of
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Fig. 3 Characteristic evaporation timescales for organics vs particle diameter for a series of 
volatilities (C*) defined by contours. Organics with C* = 1 mg m-3 in a 200-nm particle will 
evaporate in approximately 1 h if mass accommodation is perfect and diffusion within the particle 
is more rapid than 1 h

0.1 < a < 1 seem plausible and have been reported for pure systems [86]. Lower 
values seem unlikely. However, even the meaning of a at a molecular level is not 
firmly established and so non-unit accommodation coefficients must remain under 
consideration. Regardless of the exact value, at any given time the accommodation 
and evaporation coefficients for a molecule must be the same, or else the physical 
process responsible for changing a would instead really be changing the C* value 
itself.

The second possibility for slower evaporation is diffusion limitations within the 
particle itself, or possibly slow annealing of a particle to its equilibrium morphol­
ogy (as in Ostwald’s ripening). In this case the surface composition would not 
reflect the average composition of the particle. Glassy particles typify this possibil­
ity. The timescale for diffusive mixing of a constituent in a spherical particle is 
tm = dp2/(4p2x 3,600 D) [87], where D in cm2 s-1 is the diffusion constant of that 
constituent in the particle, and tm is again expressed in h. Just as we use 1 mg m-3 as 
a characteristic volatility, we shall use 200 nm as a characteristic diameter (200 nm2 
is 4 x 10-10 cm2). Given these constraints, a 1-h or greater mixing timescale in a 
200 nm diameter particle requires a diffusion constant (for the diffusing constituent 
in the mixture) of D < 10-14 cm2 s-1. Alternately, it has been suggested that a thin 
coating of very viscous material on particles may inhibit organic mass transfer of 
higher volatility molecules to the particle surface, thus slowing or preventing 
evaporation [31]. Assuming a coating thickness of 10 nm, the diffusion coefficient 
of the evaporating molecules in this crust would have to be D < 3 x 10-16 cm2 s-1
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for the timescale to exceed 1 h. These are very low numbers, and no direct 
measurements of molecules/mixtures with such low binary diffusivities exist. 
Koop et al. [34] report that the primary predictor for the glass transition temperature 
in organics (indicative of D < 10-20 cm2 s-1) is the molecular weight, followed by 
the degree of oxygenation (i.e., molecular polarity). Compounds with glass transi­
tion temperatures of 300 K are tricarboxylic acids with molecular weights of order 
200 g/mole. Extension to D(T) for mixtures containing much less polar constituents 
remains unclear.

A third factor potentially influencing evaporation timescales of organic 
compounds is the presence of weakly bound oligomeric species or organic salts 
with dissociation lifetimes greater than the evaporation timescale. Even a weakly 
bound species, with a binding energy of 100 kJ mole-1 and a unimolecular 
dissociation A factor of 1014 s-1, would have a 1-h dissociation timescale at 
300 K. Alone among these confounding factors, thermal decomposition can easily 
lead to an evaporation timescale that is independent of particle size; if the decom­
position itself is the rate-limiting step for particle evaporation, the timescale will be 
fixed by the chemistry and not a mass-transfer limitation.

3 Evidence for Volatility in Atmospheric Aerosol

There is compelling evidence that a significant fraction of OA constituents are 
semi-volatile, with dynamic gas-particle partitioning under atmospheric conditions. 
However, the evidence also suggests that volatility is greatest near source regions, 
where aerosol is “fresh” [69, 88]. This is consistent with the hypothesis that 
chemical aging generally reduces, or really “resolves” volatility, driving semi­
volatile species either toward relatively stable lower volatility products or toward 
highly volatile, highly oxidized small organic molecules (and ultimately CO2).

3.1 Volatility of Primary Organic Aerosol

Despite the historical tendency of models to represent POA as a non-volatile 
mixture, there is longstanding and compelling evidence that POA emissions are 
substantially semi-volatile. The evidence comes in two major forms. First, both 
volatility-based chromatography and molecular elucidation of emissions profiles 
for various sources show clearly that most POA emissions span a wide range of C* 
values and that most of those are ^1 mg m-3 [89, 90]. This is often simply a 
consequence of the properties of the parent materials for the emissions, such as 
lubricating oil. Second, when the gas-particle equilibrium is perturbed, either via 
isothermal dilution or via heating, POA particles shrink.

The second characteristic of primary organic emissions is that they tend to be 
relatively reduced. Using the average carbon oxidation state as a measure [65], most



Volatility and Aging of Atmospheric Organic Aerosol 111

4 hr

0 hr

OH

o
o

-5 -4 -3 -2 -1 0 1 23456789
log10(C*) (saturation concentration, mg m-3)

Fig. 4 Oxidation of a motor oil mixture by OH radicals in a smog chamber, followed by thermal 
desorption gas chromatograms (TAG) taken every hour. Carbon numbers in the chromatogram are 
registered to typical saturation concentrations. More volatile organics (nC < 28) are removed 
more rapidly, indicating that gas-phase oxidation dominates the removal

but not all primary organic emissions have an OSC < —1.5. This has significant 
consequences for aging chemistry, but in practical terms it also means that the 
emissions are relatively nonpolar and thus relatively easy to elute from standard 
gas-chromatograph columns.

As just one example of volatility separation, in Fig. 4 we show chromatograms 
of nebulized motor oil particles from an experiment in the CMU smog chamber 
using a thermal-desorption aerosol gas-chromatography (TAG) system [91], 
registered in the 1D-VBS. The figure shows two things. First, the red trace 
shows the initial chromatogram from oil droplets at COA ~ 10 mg m—3. Only 
hydrocarbons with nC > 23 appear in the condensed phase because the more 
volatile constituents evaporate once the droplets are diluted to low concentrations 
in the chamber. Second, the experiment involved subsequent exposure to OH 
radicals, and the series of colored traces show chromatograms of non-polar 
material for each hour [92, 93]. Clearly, the more volatile fraction of the motor 
oil decayed much more rapidly than the less volatile fraction. The experiments 
showed simultaneous buildup of secondary oxidized organics on the particles 
[93]. This is consistent with gas-phase oxidation of vapors from that volatile 
fraction causing evaporation to compensate for the gas-phase loss, while hetero­
geneous oxidation of the less volatile constituents via OH uptake is evidently 
much slower [92].

Isothermal dilution consistently reveals that POA particles are semi-volatile 
[90]. Specifically, when POA samples are diluted, the particles shrink. They shrink 
because the gas-phase dilution lowers the partial pressure of vapors over the 
particles, and the particles respond to this perturbation by evaporating to raise 
the partial pressure of those vapors back to equilibrium. Analyses of POA dilution 
data suggest that a large fraction of the POA mass falls in the 1-1,000 mg m—3 
range [56, 94].
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Evaporation upon heating can complement isothermal dilution. Most POA 
species are saturated and so are relatively inert and thermally stable; heating is 
thus unlikely to induce chemistry. Consequently, shrinking on heating in a 
thermodenuder is unambiguous evidence that the condensed-phase species in a 
POA particle are semi-volatile. An extra uncertainty associated with 
thermodenuders is the vaporization enthalpy of the organics [68]; however, as 
discussed above, a temperature change of 20 K corresponds roughly to an order 
of magnitude change in C (also a change in nC of 2 corresponds to an order of 
magnitude change in C ). Most POA emissions evaporate quite readily in a 
thermodenuder [56]. For example, lubricating oil such as that shown in Fig. 4 
evaporates almost completely when heated by 40 K, and one can see that a shift in 
the (unreacted) mode from nC = 26.5 to 30.5 should indeed correspond by sub­
stantial evaporation.

Several studies of primary particles near sources such as roadways [95] and fires 
[96] have also established that primary particles tend to shrink as they are isother­
mally diluted during dispersion downwind of a concentrated source [97, 98].

The bottom line is that emissions from (typically high-temperature) POA 
sources such as internal combustion engines, wood burning, and food preparation 
are all characterized by constituents with a broad range of volatilities, a large 
fraction of which have C* > 1 mg m—3 [90]. Consequently, most of these emissions, 
even those with vapor pressures many orders of magnitude lower than traditional 
“volatile organic carbon,” will be in the gas phase very soon after emission (in 
seconds to minutes). The subsequent gas-phase chemistry of those vapors is thus 
one form of aging to consider in organic-aerosol evolution.

3.2 Volatility of Secondary Organic Aerosol

Somewhat ironically given the history of SOA and POA, SOA volatility is a more 
complicated topic than POA volatility. The principal reason is that SOA species are 
by definition products of reactions in the atmosphere, and many product compounds 
are themselves highly reactive. In addition, more oxidized organic species tend to 
be more polar than their reduced precursors and thus more difficult to sample using 
separation techniques. Furthermore, the added functionality associated with 
oxygenation opens up a vast space of potential chemical species, rendering com­
plete speciation of a sample practically impossible [65]. In spite of this, there is 
every reason to believe that most SOA (especially “fresh” SOA) has a significant 
amount of semi-volatile mass.

Because of their comparatively large flux to the atmosphere [99], terpenes have 
long been a major focus of SOA-formation experiments [15]. Significant effort has 
been expended on speciating SOA, and while the complete mass has not been 
elucidated, many important product species have been identified [100, 101]. 
For example, with a-pinene SOA many C10 products have been identified, and 
their C* values range from roughly 1 to > 1,000 mg m—3 [46, 49]. Recently,



Volatility and Aging of Atmospheric Organic Aerosol 113

two-dimensional chromatography has been employed to combine volatility and 
polarity separation in a manner highly complementary to the 2D-VBS described 
above. 2D-GC can be mapped onto the 2D-VBS and, for example, a substantial 
amount of the eluted material from SOA formed via the longifolene + ozone 
reaction falls in the 0.1-10 mg m—3 range, with O:C varying systematically from 
about 0.25 at the low C end to about 0.1 at the high C end [102]. Longifolene is a 
sesquiterpene (C15H24), and the observed C -O:C range is consistent with the range 
expected for product molecules with 12-15 carbons seen in Fig. 1a.

Less volatile compounds have been observed from terpene-ozone SOA as well, 
including C20 and larger “oligomers” [103-105] and very low volatility 
organosulfates [106]. It remains unclear what fraction of the SOA mass is 
comprised of these less volatile species, but estimates range from 1/3 to 1/2 
[105]. It is also not clear whether the majority of oligomers are formed irreversibly 
or whether they are in equilibrium with monomer species [107]. What is clear is that 
a substantial fraction of the SOA mass consists of semi-volatile monomeric species, 
and one thus expects phase partitioning to play a major role in their behavior.

Indeed, absorptive partitioning theory [18] played a critical role in the interpre­
tation of SOA chamber data, making sense of a confusing disarray of mass yield 
data [17]. Specifically, partitioning theory explains the general tendency for mass 
yields to increase with increasing total OA concentrations. In Fig. 5 we show mass 
yield data for the a-pinene + ozone reaction along with a representation of the 
rising yields with increasing COA. In this figure COA (in micrograms per cubic 
meter) is plotted on the same axis as C* (also in micrograms per cubic meter). The 
concentration range over which mass yields rise sharply is the concentration range 
where the bulk of the products lie - in this case C* > 1 mg m—3. An extremely 
important caveat is that this partitioning analysis is only valid if the overall product 
distribution (including the condensed and vapor phases) remains constant during a 
chamber experiment, so that only thermodynamics and not chemical aging governs 
the amount of material that partitions into the particle phase (in other words, COA 
responds to the amount of identical products being produced and not to changes in 
the product and volatility distribution over the course of a reaction). The very small 
mass yields at very low COA pose a challenge to quantitative treatment of the 
oligomerization reactions described above, as even at fairly low COA particles in 
chamber experiments are quite stable, maintaining a constant diameter over many 
hours [101] and thus showing no clear evidence (no increase of SOA mass) of any 
slow chemical reactions that might slowly alter the volatility distribution.

To be truly consistent with partitioning theory, particles must also shrink upon 
dilution, much like POA described above. Different experiments have confirmed 
that a-pinene + ozone SOA particles do evaporate upon dilution, but not in the 
minute or so suggested by the volatility distribution in Fig. 5 and the timescales in 
Fig. 3. Rather, particles relax back to equilibrium after dilution over hours [31,108], 
though they do eventually reach the size predicted from equilibrium partitioning 
theory [108]. This delay is consistent with some phenomenon slowing evaporation 
by at least a factor of 100. Potential causes for this delay include dissociation of 
weakly bound oligomers [108] or slowed diffusion in the particles themselves
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Fig. 5 SOA mass yields from a-pinene ozonolysis vs total SOA mass (Cqa). Increasing mass 
fractions with increasing COA are consistent with progressive partitioning of more volatile 
products at higher loadings, as shown

[31, 108]. A recent study [31] reports that size selected a-pinene + ozone SOA 
particles at dp = 160 and 250 nm showed nearly identical evaporation behavior, 
whereas the timescales in Fig. 3 are a factor of 2 different. That is consistent with a 
dissociation timescale being rate limiting as opposed to pure evaporation.

A final element in the evidence supporting a substantially semi-volatile 
nature for most “fresh” SOA comes from thermodenuders. As with POA, SOA 
formed in smog chambers evaporates quite readily in thermodenuders [109-113]. 
Quantitative analysis (inverting thermodenuder data to find a volatility distribution) 
is difficult because of several confounding factors. These include uncertainties in 
AHvap as well as the mass accommodation coefficient [69, 77]. An extra cause of 
concern with SOA, unlike POA, is the potential for the SOA to change chemically 
when it is heated [68]. However, with significant evaporation of chamber-derived 
“fresh” SOA mass after only 40 K of heating, thermodenuder data are certainly 
consistent with a substantial fraction of the SOA mass from chamber experiments 
being semi volatile [110, 114].

Ambient SOA, or at least the highly-oxygenated OOA, generally loses much less 
mass in thermodenuders [29, 69, 115] than fresh SOA, suggesting that it is much 
less volatile. Inversions using a VBS framework find a very broad distribution of C 
values for OOA constituents, suggesting (along with the high degree of oxidation) 
that OOA has undergone substantial oxidative aging in the atmosphere [64, 69].

3.2.1 Do OA Particles Form Mixtures?

In order for mixing thermodynamics to apply, an OA particle must actually be 
mixed. There are compelling reasons to believe this is so but also some reasons 
to question whether the mixing is complete. This question really splits into two 
questions: is the equilibrium for OA constituents a uniform mixture and, if so, do



Volatility and Aging of Atmospheric Organic Aerosol 115

ambient particles relax to that equilibrium more rapidly than they are transported or 
lost?

There is little doubt that most organic compounds in ambient particles exist in 
some form of mixture, simply because the particles are composed of an enormous 
number of different molecules. In the most extreme cases a single constituent can 
make up as much as 10% of some ambient particles (for example levoglucosan near 
some fire plumes or certain isoprene oligoesters in very isoprene-rich environ­
ments) [116, 117]. However, in most cases the most abundant identified constituent 
in OA samples comprises less than 1% of the total OA mass. Consequently most 
organic molecules in most particles are far more likely to be solvated by and 
interacting with many different molecules with a variety of carbon chain lengths, 
branching structures, and numbers and types of functional groups. This is one 
reason why crystallization seems highly unlikely for most particles and conse­
quently why the mixing thermodynamics are developed for amorphous mixtures 
(thus employing the sub-cooled liquid vapor pressure as the starting point for 
partial-pressure calculations) [18]. This also provides information on experimental 
design, especially relating to organic “seeds” for SOA formation that might pro­
mote condensation via absorptive partitioning. High fractions of any individual 
seed species will enhance the probability that a separate (potentially crystalline) 
“seed phase” will form in an experiment, while more realistic seed mixtures will be 
less vulnerable to such phase separation.

A second factor favoring mixtures is that most OA constituents arrive in a 
particle via condensation. The organic condensation rate in the boundary layer 
under many conditions is roughly 1-10 nm h-1 [73]. Near sources there will be 
(sometimes concurrent) evaporation and condensation of POA species, and both 
near and far from sources there will be condensation of oxidized secondary 
molecules as well as uptake of oxidants. Furthermore, in many cases important 
inorganic species such as sulfuric acid, nitric acid, and ammonia are condensing 
(and in the latter two cases evaporating) from particles simultaneously. Perhaps 
most importantly, as relative humidity (RH) varies, the activity of water in a particle 
will vary as well. Above about 90% RH, more than half of the volume of most 
particles will be water, and this water will form an extremely high ionic strength 
aqueous phase incorporating at least some of the more soluble organic molecules 
(and even the “hydrophobic” residual organic phase may include significant water). 
Under many circumstances air parcels move vertically through the boundary layer 
in minutes, and consequently they cycle through a wide RH range (often including 
saturation if a cloud layer is present) [118].

If the organic mixture does indeed form a single phase at equilibrium, then the 
conditions for complete equilibration require equal composition in each particle. 
Actually attaining this equilibrium requires mass exchange, which in turn can occur 
only through coagulation (which is not really an exchange mechanism) or inter­
particle mass transfer (condensation-evaporation) [39]. Strict equilibration would 
require that all species be present in (the organic fraction of) all particles in equal 
abundances; however, we can also define a “volatility equilibrium” in which 
particles are neither growing nor shrinking because their “volatility composition”
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is equilibrated even though their exact composition is not. Specifically, within the 
VBS the mass fraction of each VBS bin represented in each particle would be the 
same, so the fraction of semi-volatiles in each particle would be the same. A trivial 
example of this is a suspension of single-component particles in which some 
particles have an isotopic label. The particles would be at all times in volatility 
equilibrium and there would be no driving force for a net mass change, and yet to 
reach full equilibrium the isotopic composition of each particle would need to 
become identical, driven by the entropy of mixing.

The concept of volatility equilibration is important when considering very low 
volatility constituents in particles. The timescale for equilibration of extremely low 
volatility molecules via net condensation approaches infinity; the molecules will 
simply never leave their initial particles. However, the more volatile molecules in a 
mixture can still attain volatility equilibrium by independently establishing equal 
activity over all particles long before the less volatile constituents have been able to 
equilibrate. The overall timescale for this process may be complex as different 
constituents evolve simultaneously.

Condensation, Aging, and Mixing

Mixing for atmospheric aerosol essentially always involves some form of conden­
sational uptake to particles. A unique characteristic of condensational uptake is that 
it is proportional to the (modified) surface area of particles and not their volume 
(“modified” refers to the Fuchs correction for gas-phase diffusion for larger 
particles with Kn ^ 1, which reduces the effective surface area for condensation). 
Because the surface area to volume ratio of particles increases as their diameter 
decreases, condensation tends to have a larger effect on smaller particles, when 
measured on a mass (or volume) basis. The concept of “surface limited” vs “volume 
limited” aging has been used before to diagnose different processes in aerosol 
evolution [119]. However, condensation also tends to drive mixtures out of equi­
librium, as the volume fraction of condensing vapors will grow more rapidly for 
smaller particles than for larger particles. This can be a very useful diagnostic of 
mixing effects in particles. As an example of “pure condensation” we shall discuss 
condensation of SOA from the a-pinene + ozone reaction onto pre-existing ammo­
nium sulfate “seed” particles, and then we shall discuss two other cases with more 
interesting mixing effects.

The condensation rate of organics to a particle surface is given by Eq. 3, 
multiplied by the saturation ratio of the organic vapors (S = Ci(gas)/C1*) [75]. In 
Fig. 6 we show the theoretical condensation of organic vapors to inert seeds with an 
initial lognormal mass mode centered at 300 nm and a Gaussian width of 0.2. The 
vapors condense onto the inert seeds in proportion to the diffusion-modified seed 
surface area. The figure shows the initial and final total aerosol size distributions 
(dashed curves) as well as the final mass distribution of condensed organics and 
inert seeds (labeled “sulfate” because we tend to use ammonium sulfate for seeds). 
In the final distribution the condensed organics strongly favor the smaller particles.
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Fig. 6 Calculated condensational growth of organics onto inert (sulfate) seeds, shown as mass 
distributions vs log of particle diameter. Initial seeds are shown as a dashed red Gaussian centered 
at 300 nm. The final total size distribution is shown as a dashed blue curve. The final sulfate mass 
distribution is shown as a solid red curve, shifted to a 370-nm mode because of organic condensa­
tion. The final organic mass distribution is shown as a solid green curve. The organic mass mode 
after condensation is at 270 nm because condensation (of organics in this case) strongly favors 
smaller particles with larger surface area to volume and less inhibition from gas-phase diffusion. 
Because the organics and sulfate do not form a mixture, the final composition (organic:sulfate) is a 
strong function of particle diameter

This weighting toward smaller sizes of a purely condensational process is charac­
teristic of the interaction between condensing vapors and an inert seed (or of 
completely non-volatile condensation). It is what drives “condensational 
narrowing” [120] which is evident in the distorted final distributions in the simula­
tion. In either case the composition of the particles is a strong function of size: in 
Fig. 6 the 200-nm particles are more than 80% organic, while the 500-nm particles 
are less than 20% organic; if the particles comprised a single condensed phase they 
would be far out of equilibrium.

Many SOA formation experiments use inorganic seed particles to encourage 
condensation onto suspended particles instead of chamber walls [121]. Often the 
assumption in these experiments is that the inorganic seeds do not influence the 
SOA mass yields, and mass-yield data confirm this assumption [122]. In Fig. 7 we 
show size-resolved mass spectra obtained using an aerosol mass spectrometer in 
particle time of flight (pToF) mode for SOA formed from the toluene + OH 
reaction and condensed onto dried ammonium sulfate seeds at 15% RH from 
experiments reported in Hildebrandt et al. [123]. The pToF data show exactly the 
features expected for condensation onto inert seeds. Very similar data are shown in 
Prisle et al. [124] for SOA formed from a-pinene + ozone. It is worth noting that
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Fig. 7 Measured organic (green) and sulfate (red) mass distributions from Aerosol Mass Spec­
trometer particle time of flight (AMS pToF) data. Data are for SOA from toluene oxidation in the 
presence of ammonium sulfate seeds. Observations closely follow predictions shown in Fig. 6

ambient particles often do not show this displacement between organics and sulfate 
because both the organics and sulfate accumulate via condensation, often more or 
less simultaneously. How particles anneal to a phase-separated morphology with 
distinct inorganic and organic phases (if indeed this is the equilibrium state [125, 
126]) remains unclear.

The situation is very different when organics mix with each other. In Fig. 8 
we show AMS pToF data from a mixing experiment first reported by Asa Awuku 
et al. [60]. In this case POA from a diesel engine was injected into a chamber 
containing SOA from a-pinene + ozone. As shown in the top panel, the POA 
initially appeared as a distinct mode with ion fragments characteristic of primary 
emissions and a modal diameter significantly smaller than the SOA particles. 
Within 5 min the distinct POA mode vanished and the characteristic ion fragments 
migrated to the SOA mode, as shown in the lower panel. This clearly indicates that 
relatively volatile POA evaporated and re-condensed into the SOA, with the lower 
activity of the POA species in the SOA particles acting as a thermodynamic driving 
force for the mixing. There were, however, strong indications that the mixing was 
non-ideal. Both composition and concentration influenced these effects. Specifi­
cally, an injection of motor-oil droplets similar to the diesel POA remained stable 
for hours as a distinct mode while the diesel POA quickly mixed with the SOA 
seeds. The activity coefficients of the oil vapors were thus significantly greater than 
1 in the SOA particles, so at some finite concentration of POA species in the SOA 
(and vice versa, though the mass spectra did not show this directly) the suspension 
became stable, with two distinct condensed phases present [60]. Also, the rapid 
(5 min) mixing of a significant quantity of POA into the SOA particles clearly 
shows that (in this case at least) diffusion of the POA species into the SOA was not a
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Fig. 8 Measured AMS pToF distributions for diesel POA particles injected into a smog chamber 
containing SOA from a-pinene ozonolysis. POA particles are evident as a distinct mode at 180 nm 
for only 5 min (upper panel) after which they vanish into the SOA seeds (initially at 300 nm, 
ultimately at 400 nm, lower panel). Both the timing and coincident size distributions of the 
ultimate particle distribution confirm that mixing of POA into SOA occurred via evaporation of 
fresh POA and subsequent condensation and full (volume) mixing into the SOA seeds

significant impediment; the lack of complete mixing in some cases likely indicates 
non-ideality as opposed to delayed equilibration.

A final example involves gas-phase aging chemistry. In Fig. 9 we show two 
pToF spectra from semi-volatile diesel oxidation experiments described elsewhere 
[127-129]. In these experiments, diesel emissions were diluted to near ambient 
levels and then exposed to photolytically generated OH radicals [128]. The pToF 
data are shown for two key ion fragments, m/z = 57 and 44, which are traditionally 
indicative of reduced (“hydrocarbon like”) POA and oxidized SOA [130]. In these 
experiments the total OA concentrations more than doubled in 5 h due to SOA 
formation. The figure reveals that the m/z = 44 marker characteristic of the SOA 
remained locked into the mode characteristic of the POA defined by m/z = 57, even 
as the m/z = 44 abundance increased due to condensation. Data are shown just
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Fig. 9 SOA production on diesel seed particles. SOA formed from photooxidation of diesel vapors 
shown by increasing mass fraction of m/z = 44 (largely CO2+, pink) fragment, left scale vs m/ 
z = 57 (largely C4H9+, gray) fragment, right scale. The horizontal arrows point toward each axis at 
a constant y value in the two panels to illustrate the extent of condensation by SOA. Concurrent 
diameter growth shows that condensation and evaporation maintain equal mass fractions of more 
reduced and more oxidized organic species in all particles, independent of size

before oxidation and after 1 h of photochemistry, but the OOA mode never lagged 
behind the POA mode in the manner characteristic of condensation to inert seeds 
shown in Figs. 6 and 7. The evidence is thus strong that the POA and SOA formed a 
mixture throughout the diesel oxidation experiment.

To maintain the equal mixing shown in Fig. 9, condensation alone is not 
sufficient; the only way to keep the volume (mass) distributions of species constant 
during a period of strong condensational growth is via net condensation, meaning 
that some species also evaporate significantly from relatively enriched particles 
and re-condense on relatively depleted ones. From these data there is no way to 
tell whether it was the POA or the SOA species (or both) evaporating and 
recondensing, only that this surely occurred with more or less complete volume 
mixing on a timescale faster than the growth (faster than 1 h or so). However, if
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the mixing experiment shown in Fig. 6 and the calculations shown in Fig. 3 offer 
any indication, it is likely that the POA vapors were largely responsible for this 
equilibration.

4 Aging

The previous example brings us to aging. Here “aging” refers to chemical aging - in 
other words chemical reactions that alter the composition of an organic aerosol. 
There are at least five modes of aging: gas-phase oxidation of organic vapors, 
heterogeneous uptake of oxidants, condensed-phase reactions among organics, 
acid-base reactions involving organics, and aqueous reactions involving organics. 
As discussed in the introduction, the focus of this work is largely on gas-phase 
aging.

4.1 Gas-Phase Oxidation

Gas-phase chemistry is a key player in organic-aerosol evolution. We shall discuss 
organic oxidation chemistry first because this is a homogenous process. There are 
no circumstances where it will not happen - no diffusion limitations or other 
inhibiting phenomena. If an organic compound is oxidized in the gas phase and 
an oxidation product has a sufficiently low C , that product will condense to a 
particle when it collides with it. Thus, when we consider gas-phase oxidation we are 
interested principally in the volatility distribution of the reaction products as well as 
their composition. All increases in OA mass due to gas-phase chemistry can be 
called “secondary organic aerosol” (SOA) because the reaction products are sec­
ondary molecules and the aerosol mass increases, so the added mass is secondary 
mass. These topics have been extensively covered in numerous publications and 
reviews, and so we shall touch only briefly on key issues here. For historical and 
practical reasons we shall split our discussion between SOA formed from volatile 
precursors (sometimes called “traditional” SOA) and SOA formed from less vola­
tile precursors (one class of so-called “non-traditional” SOA). Hydrocarbon oxida­
tion is an inexorable process proceeding from a highly reduced primary compound 
(often relatively volatile) ultimately to CO2 (also highly volatile) [65]; however, 
intermediates in this process can have extremely low vapor pressures.

4.1.1 VOC Secondary Organic Aerosol

SOA from VOCs has a long history [15, 17, 51] and is also discussed elsewhere in 
this volume. The key finding relevant to a broader aging discussion is that products 
of gas-phase oxidation reactions can have lower C* than the precursor. A recent



122 N.M. Donahue et al.

focus has been to conserve carbon when parameterizing an SOA formation process, 
i.e., in a VBS formulation

VOC + Ox ! {aiC*},

where {ai} is a set of carbon mass yields (i.e., micrograms per cubic meter of OC 
formed for 1 mg m~3 of VOC consumed). The total OA mass can then be obtained 
with some added information - specifically OM:OCi, the ratio of organic mass to 
organic carbon within each product bin. This can be estimated from loading- 
dependent composition (C:H:O) measurements during SOA formation [131] and 
is directly constrained within a 2D formulation of the VBS that includes composi­
tion information as a second dimension [63, 64].

The relevant issue here is that many analyses suggest that much of the SOA mass 
is semi volatile, as discussed above. In addition, because the SOA mass yields are 
generally well below 1, it is clear than many other reaction products are lower in 
volatility than the precursor but too volatile to influence the SOA mass. All of those 
vapors are in play for subsequent later-generation aging chemistry.

4.1.2 IVOC and SVOC Secondary Organic Aerosol

Intermediate volatility organics (IVOCs) are much less volatile than VOCs but still 
much more volatile than species that can condense under ambient conditions. Most 
of the first-generation SOA products shown in the VBS fits in Fig. 10, with 300 < 
C* < 3 x 106 mg m~3, are considered IVOCs. In addition, a substantial fraction of 
primary emissions from high-temperature combustion, including wood burning, 
food preparation, internal combustion engines, and turbine engines, consists of 
IVOCs and SVOC (with 0.3 < C* < 300 mg m~3) [90]. We shall discuss direct 
formation of SOA from IVOC and primary emissions first because the kinetics and 
initial mechanisms of these reactions have been studied more widely.

SOA from Primary IVOC Emissions

A challenge with the atmospheric chemistry of IVOC is the exponential increase in 
chemical complexity with increasing carbon number, even for “simple” 
hydrocarbons containing only carbon and hydrogen [35]. Consequently, studies 
of SOA formation from IVOCs fall into two categories: study of individual 
molecules or sequences of molecules as representative model systems and study 
of undifferentiated “whole” emissions diluted to near ambient conditions to encour­
age atmospherically relevant partitioning of the primary emissions.

Two broad classes of lower volatility hydrocarbons have been studied exten­
sively: alkanes and polycyclic aromatics. Alkanes have been more systematically 
treated with regard to their potential for SOA formation, while the chemistry and
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phase partitioning of polycyclic aromatics were in many ways the foundation for 
the ambient partitioning theory described in this chapter because of the significant 
concerns over PAH health effects.

Alkanes

Alkanes are an excellent model system because they present a homologous sequence 
in both carbon number (and thus volatility) as well as structure (and thus varying 
chemical behavior). Alkane SOA formation has been studied systematically by 
Ziemann and coworkers [132] as well as others. Broadly, the SOA formation 
potential of n-alkanes increases systematically with carbon number [132, 133] as 
the precursor volatility decreases. Substitution in the form of branching significantly 
decreases SOA formation at a given carbon number, while cyclization increases 
SOA formation. In each case the reason is fragmentation of secondary products: 
branched alkanes are more vulnerable to C-C bond cleavage during oxidation, while 
cycloalkanes can sustain one C-C bond cleavage event without a decrease in carbon 
number because of the tethering effect of the cyclic structure [134].

Polycyclic Aromatics

PAHs have been studied for decades because of their high potential for negative 
health effects [135-137]. Investigators quickly realized that PAH volatility spanned 
a wide range and thus that important PAH species would be found in both the gas 
and condensed phases in the atmosphere. Partitioning theory was developed for 
atmospheric applications in large measure to address these issues. For some time, 
adsorption to surfaces was considered to be more important than absorption into an 
organic condensed phase [138]; however, by stages it became evident that the total 
mass of the condensed phase (TSP) was significant to partitioning [139] and 
ultimately that absorptive partitioning with the condensed organic phase was 
often the appropriate framework for partitioning [140]. While that work laid the 
foundation for the perspective on partitioning described here, consideration of the 
SOA formation from PAH oxidation is much more recent. Like the alkanes, PAH 
oxidation has been studied as a potentially important model for SOA formation 
from IVOCs [141].

Evaporated Primary Emissions

Real primary emissions consist of a complex mixture including linear and branched 
alkanes, mono aromatics, substituted aromatics (alkyl benzenes), and PAHs, among 
many other compounds [7, 142]. The most direct evidence that SOA formation is 
important for typical atmospheric IVOC mixtures thus comes from experiments on 
vapors from these very mixtures [127, 143-148].
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Fig. 10 SOA product volatility distributions for a-pinene and limonaketone in dark green and 
mass yields vs COA as dark green curve. Precursors with similar volatility, structure, and chemistry 
have similar yields. Product volatility distribution and yields for D-limonene ozonolysis are shown 
as light green bars and a light green curve (and gray data points). Oxidation of the additional 
exocyclic double bond in limonene results in substantially less volatile SOA products and 
correspondingly higher SOA yields

4.1.3 Aging of VOC SOA

All of the first-generation vapors from VOC SOA will certainly undergo further 
gas-phase oxidation, which will in turn influence the phase partitioning thermody­
namics of the OA mixture, i.e., gas-phase aging of SOA.

Multiple Ozonolysis Generations

Several forms of aging of SOA vapors have been observed. One clear form is 
oxidation of multiply unsaturated alkenes. Many terpenes have multiple 
unsaturations, and in some cases different double bonds have very different rate 
constants for reaction with ozone. Examples include terpinolene, myrcene, limo­
nene, a-humulene, and p-caryophyllene [149, 150]. In these systems, ozone will 
react with one double bond in the terpene and produce some SOA. However, after 
the precursor is completely removed, SOA levels can continue to rise as the first- 
generation semi-volatile products continue to react with ozone to produce less 
volatile second-generation products [149].

Limonene is a revealing example. It is similar to a-pinene in possessing a 
methyl-substituted endocyclic double bond in a six-member ring, but in addition 
it has an exocyclic terminal unsaturation. Figure 10 shows SOA mass-yield data and
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a corresponding VBS product distribution (in light green) for the limonene + ozone 
reaction under low-NOx conditions [150]. The inset shows structures for limonene, 
limona ketone, and a-pinene. The darker green histogram and yield curve is valid 
for a-pinene and limona ketone, which generate almost identical SOA mass 
distributions after ozonolysis [38]. Initial ozonation of limonene also produces 
SOA much like a-pinene and limona ketone, but subsequent ozonation of the 
exocyclic double bond in the first-generation products strongly favors the ketone- 
oxide over the ketone moiety shown in limona ketone and consequently forms 
substantially less volatile second-generation products [150-152]. As Fig. 10 shows, 
the resulting product distribution is two to three orders of magnitude less volatile 
than typical first-generation terpene ozonolysis products, which is consistent with 
additional peroxide and carboxylic acid functionality [153] greatly offsetting the 
loss of one carbon from the terminal methylene.

An interesting wrinkle in the limonene story is that the second ozonolysis 
reaction can be heterogeneous. The fresh SOA produced when ozone reacts with 
the endocyclic double bond is unsaturated [153], but under low-NOx conditions it 
reacts much more rapidly than is plausible based on gas-phase kinetics, but at a rate 
consistent with a heterogeneous ozone uptake coefficient of roughly 10~3 [150]. 
Under high-NOx conditions the SOA (which contains organic nitrate functionality) 
has a much lower heterogeneous reactivity to ozone and consequently species 
remain in the gas phase that oxidize at a rate consistent with the ozonolysis of 
terminal double bonds, forming second-generation SOA more slowly, long after the 
limonene itself has been completely oxidized [150].

Multi-generation OH Oxidation

Oxidation by OH radicals (or photooxidation in general) is much more difficult to 
deconvolve than ozonolysis because there is seldom the clear separation in 
timescales that can appear in the ozonolysis aging just discussed. However, later- 
generation oxidation by OH is likely to be much more important in the atmo­
sphere because it is ubiquitous. OH will react with essentially all organic 
molecules, though the kinetics and mechanisms of the highly substituted species 
typical of first-generation and later-generation oxidation products remain highly 
uncertain. Nonetheless, there is no doubt that these reactions will occur, and little 
doubt that they will be quite rapid, in most cases oxidizing semi-volatile vapors 
within hours [64].

Multiple-generation oxidation has been studied theoretically via mechanism 
generators that apply structure activity relations for rate constants and product 
distributions [49]. Several specific tracers of later-generation oxidation have been 
proposed. One is a C8 triacid formed via gas-phase oxidation of cis-pinonic acid, 
which is itself a first-generation oxidation product of a-pinene [154]. The triacid is 
produced rapidly when gas-phase cis-pinonic acid is exposed to OH radicals, but 
not when the pinonic acid is partitioned into SOA at low temperatures [155]. For 
bulk SOA characteristics, Chhabra et al. [156] have shown that SOA formation
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from oxidized precursors results in SOA whose mass spectrum is higher in the 
f44-f43 “triangle” space recently proposed as a diagnostic for ambient OA 
processing [157].

In the recent multiple chamber chemical aerosol aging study (MUCHACHAS), 
first-generation SOA was produced from a-pinene + ozone and then exposed to 
OH radicals in a subsequent, separate step [112, 113, 155, 158-160]. The OH 
exposure caused a substantial jump in SOA mass concentrations [112, 113, 158] 
and significant changes in SOA volatility and hygroscopicity [112, 113, 159]. This 
controlled experiment strongly confirmed that long-term gas-phase aging by OH 
radicals can substantially alter OA properties.

There is thus compelling evidence that gas-phase OH oxidation will age OA by 
oxidizing semi-volatile vapors as well as slightly more volatile IVOC intermediate 
products. This will occur throughout the atmosphere with a rate constant estimated 
to be of order 2 x 10-11 cm3 molec-1 s-1, giving a lifetime for typical OH 
concentrations of order 8 h [92, 158]. Other aging mechanisms can be scaled by 
this ubiquitous value to assess their relative importance.

4.2 Heterogeneous Aging

A large body of work addresses aging of organic particulate matter via heteroge­
neous uptake of oxidants, especially OH and ozone. Just as partitioning theory 
progressed from a focus on adsorptive to absorptive behavior, heterogeneous 
uptake has been viewed in terms of uptake of oxidants controlled by Langmuir- 
Hinshelwood type adsorptive isotherms [79, 161], but diffusion of oxidants into a 
bulk aerosol has also been considered in various contexts [162]. Heterogeneous 
formulations can differ depending on whether the principal focus is the loss of an 
oxidant upon uptake [87] or the loss of condensed-phase constituents due to oxidant 
uptake [163-166]. The “Poschl Rudich Ammann” framework was initially 
presented with a principal focus on gas-surface interactions for multiphase pro­
cesses, but has recently been extended to resolve diffusion into a spherically 
symmetric bulk as well [87]. The objective here is not to review even a small 
portion of the literature on heterogeneous oxidant uptake but to focus on the 
interplay between heterogeneous oxidation and organic phase partitioning.

Heterogeneous oxidation by OH is intrinsically slower than homogeneous 
gas-phase oxidation of organic vapors, since most molecules in a given particle 
are shielded from gas-phase radicals colliding with the surface. A rate constant 
for the gas-phase reaction of OH radicals with large organic species of 
2 x 10-11 cm3 molec-1 s-1 is at least ten times larger than that of gas-phase OH 
with an organic species within a submicron particle [92]. The rate at which a 
molecule will undergo oxidation in each phase is a function not only of these rate 
constants but also by its abundance (as measured by mole fraction) in each phase. 
This is illustrated in Fig. 11 which shows the effective oxidation rate constant 
in each phase as a function of volatility as well as the total rate constant including
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Fig. 11 Effective OH oxidation rate constants for organics in gas phase (red curve) and 
condensed phase (blue curve) for a gas-phase OH rate constant of 2 x 10-11 cm3 molec-1 s-1 
and a heterogeneous OH uptake coefficient of 1, for 200 nm diameter particles and 10 mg m-3 total 
organic aerosol. Results are given as equivalent gas-phase values, modified by the fraction of 
organics in each phase and diffusion limitations of gas-phase OH to condensed-phase organics. 
Oxidation lifetimes (in days) are given on left-hand y axis, for 2 x 106 OH cm-3

oxidation in either phase. Rates were calculated assuming a gas-phase rate constant 
of 2 x 10-11 cm3 molec-1 s-1, reactive uptake coefficient (g) of 1, particle 
diameter of 200 nm, and organic aerosol loading (COA) of 10 mg m-3. The figure 
shows that gas-phase oxidation will almost always dominate over heterogeneous 
oxidation unless the molecule is very low in volatility (C* of 0.1 mg m-3 or lower). 
Molecules almost wholly in the condensed phase of course can only be oxidized 
there. It is important to note that the heterogeneous timescale of 3-4 days is still 
shorter than the characteristic atmospheric residence time of submicron particles of 
1 week or more [167]. Consequently, heterogeneous oxidation is still clearly an 
important process for organic compounds contained within aerosol particles.

In addition to providing insight into the kinetics of multiphase aging, studies of 
heterogeneous oxidation also serve as indirect probes of the mixing effects 
discussed earlier. Measuring the rate and extent of degradation of individual aerosol 
components provides information not only on molecular-level reactivity but also on 
mixing within the particle. This is because the reactive-diffusive length of OH in 
organic particles is of order 1 nm [168], and so heterogeneous OH reactions will be
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confined to the particle surface. For example, in a study of the multigenerational 
heterogeneous oxidation of squalane (C30H62), squalane degradation followed a 
simple pseudo-first-order kinetics (exponential decay) over multiple oxidation 
lifetimes, with concentrations eventually falling to zero [169]. Similarly, the first 
and second generation products reacted away at the same rates. This indicates that, 
at any given time, a sufficient amount of reactant (squalane and early-generation 
products) is present at or near the surface of a (pump oil) particle to react with OH; 
mixing within the particle is thus very fast on the timescale of the experiment (37 s). 
A similar conclusion can be drawn for heterogeneous oxidation of a-pinene SOA 
by OH. Experiments with very high SOA concentrations (which favors the 
condensed phase and thus heterogeneous oxidation) and very high OH exposure 
in 37 s found almost complete conversion of fresh SOA into highly aged material. 
The aged aerosol strongly resembled ambient low-volatility oxidized organic 
aerosol (LV-OOA) while maintaining almost no correlation with the original 
fresh SOA mass spectrum [30]. This would not be possible unless essentially all 
of the organic species within the particles were able to diffuse to the particle surface 
(or even evaporate) in 30 s or less. On the other hand, in similar experiments on 
the heterogeneous oxidation of levoglucosan (C6H10O5) and erythritol (C4H10O4), 
the reactants were not totally lost after an initial rapid decay, consistent with the 
formation of viscous materials with mixing timescales of at least several minutes. 
This serves as an illustration that generalizations about diffusion limitations within 
organic particles may be very difficult to draw, as the specific particle composition 
(including organics, inorganics, and water) as well as temperature may alter 
constituent diffusivities by many orders of magnitude.

Heterogeneous oxidation experiments also allow for the investigation of the 
possibility that organic condensation may “coat” existing particles, isolating the 
core of the particle from the surrounding gas. Such a coating implies a lack of 
mixing between the condensing vapor (the coating material) and the particle core, 
but this can be a dangerous assumption if the two are miscible. One example of this 
is shown in Fig. 12, which is a relative kinetics plot of particle-phase cholestane loss 
compared to gas-phase oxidation of meta-xylene by OH radicals [143]. For the 
reasons discussed above, it is reasonable to regard heterogeneous loss of 
condensed-phase organics as a fairly precise surface probe. Figure 12 shows two 
things. First, coating of POA particles containing cholestane by a nominally quite 
thick layer of a-pinene SOA did nothing to slow down heterogeneous cholestane 
loss, suggesting that the SOA formed a uniform mixture with the POA. That is 
consistent with the mixing experiments described above [60]. Second, cholestane 
loss slowed significantly at high RH (~75%), suggesting that an aqueous surface 
layer formed, excluding nonpolar compounds such as cholestane. This is consistent 
with recent findings that two distinct condensed phases form for wet OA particles as 
long as the O:C of the organics is below approximately 0.7 [125, 126].
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m-Xylene: In [C]/[C]0

Fig. 12 Relative oxidation rates by OH radicals of condensed-phase cholestane vs gas-phase 
m-xylene in different organic-aerosol matrices, all of which include a high fraction of motor oil. 
Cholestane oxidation is independent of OA concentration or the presence of a substantial SOA 
“coating” consisting of up to half of the total particle mass. However, high relative humidity slows 
cholestane oxidation by an order of magnitude. This suggests that a thin film of water on oil can 
significantly retard cholestane oxidation, perhaps by excluding the cholestane from the particle 
surface; the SOA, on the other hand, does not coat the particle surface but rather mixes with the oil 
and thus does not impede cholestane oxidation

4.3 Aqueous-Phase Aging

In recent years there has been intense interest in the formation and evolution of 
atmospheric particulate matter within the aqueous phase [170]. Such processes 
occur by dissolution of organics into a water droplet (deliquesced particle or 
cloud droplet) followed by oxidation by a dissolved oxidant (most likely OH). 
Studies of these pathways have been reviewed in detail very recently [118,171] and 
so will not be discussed here; instead, as in the previous section, the focus here is on 
the relationship between partitioning and aging chemistry.

The relative importance of the gas and the aqueous phases as media for the 
oxidation of organic species depends critically on the fraction of the species present 
in each phase. This in turn is a function both of the compound’s intrinsic tendency 
to partition between each (as described by its effective Henry’s Law Constant, H ) 
and the concentration of liquid water present [118]. Thus partitioning into the 
aqueous phase is governed by the same general considerations as partitioning into 
the organic phase (which is governed by saturation vapor pressure and organic 
aerosol loading). In fact, the Henry’s Law solubility of a compound is really just a 
measure of the volatility of that compound over water. As with purely organic 
mixtures, Raoult’s law will apply for ideal solutions, but the activity can be strongly 
modified by some activity coefficient related to the interaction of that species with 
water. Accordingly, it is useful to express the Henry’s Law solubility as volatility
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Fig. 13 Effective OH oxidation rate constants for organics in gas phase (red curve) and aqueous 
phase (cyan curve) for a gas-phase rate constant of 2 x 10-11 cm3 molec-1 s-1 and an effective 
aqueous-phase OH rate constant of 2 x 10-10 cm3 molec-1 s-1. The principal abscissa is the 
effective saturation concentration with respect to dissolution in 10 mg m-3 of liquid water. 
Oxidation lifetimes (in days) are given on the left-hand y axis, for 2 x 106 OH cm-3 in the gas 
phase

(micrograms per cubic meter), for comparison with the liquid water content (just as 
C can be compared to COA). Following Ervens et al. [172], this volatility over 
water is called C*q, and is equal to (R TH*/pw)-1, where H* is the effective Henry’s 
Law constant (M atm-1), T is temperature (K), R is the gas constant (0.08206 L atm 
K-1 mol-1), and pw is the density of water (1012 mg m-3).

Figure 13 shows the effective rate constants for gas-phase and aqueous-phase 
oxidation as a function of C*q (and H ), assuming a liquid water content (Cw) of 
10 mg m-3 (a typical ambient value for deliquesced aerosol). This is directly 
analogous to Fig. 11, which shows the rates of heterogeneous vs gas-phase oxida­
tion as a function of C*. As in Fig. 11, the gas-phase OH rate constant is set at 
2 x 10-11 cm3 molec-1 s-1. The effective aqueous-phase OH rate constant is 
chosen to be ten times higher at 2 x 10-10 cm3 molec-1 s-1), reflecting the 
possibility that aqueous OH concentrations may be higher than in the gas phase 
[173]. (The actual aqueous-phase rate constants can be quite variable, but are
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generally similar to those in the gas phase [173].) Even with this higher rate, 
aqueous-phase oxidation will dominate only when the molecule of interest is 
exceedingly water soluble (H* > 7 x 108 M atm-1) due to the small amount of 
liquid water available. Most atmospheric species, even those that are considered to 
be highly water-soluble (such as glyoxal, glycolaldehyde, and diacids), have 
H well below this threshold [174], and thus will not partition sufficiently into the 
aerosol aqueous phase to undergo significant aqueous-phase aging under these 
conditions.

There are several important caveats to this analysis, however. First, OH 
concentrations in the aqueous phase are highly uncertain, since there are no 
measurements of [OH] in deliquesced particles or cloud droplets. If aqueous OH 
concentrations are still higher than indicated in Fig. 13 (as suggested by some 
models [173]), the threshold for aqueous-phase oxidation would move to higher 
values of C*q (lower values of H ); on the other hand, if aqueous OH concentrations 
are lower (as suggested by other models [170]), even lower values of C*q (higher 
values of H*) would be needed for aqueous oxidation to dominate. This highlights 
the need for an improved understanding of oxidant concentrations in the atmo­
spheric aqueous phase. Unless there is substantial radical recycling (OH regenera­
tion) in the aqueous phase, aqueous oxidation by OH will be subject to the same 
diffusion limitations on heterogeneous oxidation.

A second caveat involves the effect of liquid water content Cw; the value used 
(10 mg m-3) is reasonable for ambient fine particulate matter but would be orders of 
magnitude higher for cloud water (with Cw as high as 1 g m-3). Under such 
conditions, partitioning into the aqueous phase will happen for much more volatile 
species (H* of 7 x 104 M atm-1 or higher), including the water-soluble species 
mentioned above. Third, this analysis assumes that Henry’s Law accurately 
describes partitioning between the gas and aqueous phase, independent of 
aqueous-phase concentrations. In reality, the high concentrations in the aerosol 
aqueous phase are likely to introduce substantial deviations from ideality; these 
substantial activity coefficients could have a dramatic (and uncertain) effect on 
partitioning. Finally, under some conditions, particles may include multiple phases 
[125,175], so that partitioning between at least three phases (gas, organic, aqueous) 
must be considered. In such cases the simple two-phase picture in Fig. 13 (or 
Fig. 11) is insufficient to describe the aging chemistry of the entire system, as the 
relative values of C , C*q, COA, and CW must be considered when predicting the 
equilibrium phase of the organic species.

In spite of all these uncertainties, the description of aqueous oxidation in terms 
of simple partitioning (Fig. 13) clearly shows that only molecules with very large 
Henry’s Law solubilities can undergo significant oxidation in the aqueous phase. 
This includes highly water-soluble species such as glyoxal, at least when aqueous 
[OH] and/or liquid water content is high, but categorically excludes all 
hydrocarbons as well as most monofunctional organic species that have more
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than one carbon [174]. It also points to the need to run laboratory studies of aqueous 
oxidative processing under atmospherically relevant partitioning conditions, with 
liquid water contents in the range of 10 mg m-3 (for deliquesced particles) to 
1 g m-3 (for cloud water). To date, most (though not all [176, 177]) laboratory 
studies of aqueous oxidation have been carried out in bulk aqueous solution, with 
liquid water contents that are far higher than this, on the order of 106 g m-3 (the 
density of liquid water). These studies are unlikely to be representative of the gas- 
droplet partitioning conditions typical of the atmosphere, and thus may not accu­
rately reflect atmospheric aging.

As with heterogeneous oxidation, aqueous-phase oxidation may play an impor­
tant role in aging water-soluble organics already present in particles, and it can also 
play a unique role for a small but important set of highly water soluble, low carbon- 
number organic vapors [172].

5 Conclusions

Phase partitioning and aging chemistry are inexorably linked when considering the 
chemical evolution of organic aerosol, both because the phase defines the aerosol 
and because absolute rate of aging depends strongly on the phase holding an 
organic compound. A key observation in ambient organic aerosol is that the aerosol 
becomes highly oxidized very rapidly [30, 178, 179]. Heterogeneous oxidation 
mechanisms appear to be incapable of oxidizing OA with sufficient speed, while 
gas-phase oxidation can do so. However, heterogeneous processes still compete 
favorably with the residence time of OA in the atmosphere and thus certainly play 
an important atmospheric role. In addition, processes that might simply retard mass 
transfer between the particle and gas phases appear unable to provide sufficiently 
rapid oxidation.

Overall, the coupling among these multiphase processes, including chemistry in 
all phases and the equilibria and dynamics of mass transfer among the phases, needs 
to be described in detail before we can resolve with certainty the relative role of 
each process under atmospheric conditions. The timescales for all three processes 
discussed here - gas-phase, heterogeneous, and aqueous-phase oxidation - are 
competitive with the residence time of particles in the atmosphere. Gas-phase 
oxidation will win out for most organic vapors because it is homogeneous and 
fast, but condensed-phase processes may have a vital role in the full maturation of 
organic aerosol over longer timescales during long-range transport.
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Abstract. Secondary organic aerosol (SOA) is transformed 
after its initial formation, but this chemical aging of 
SOA is poorly understood. Experiments were conducted in 
the Carnegie Mellon environmental chamber to form sec­
ondary organic aerosol (SOA) from the photo-oxidation of 
toluene and other small aromatic volatile organic compounds 
(VOCs) in the presence of NOx under different oxidizing 
conditions. The effects of the oxidizing condition on organic 
aerosol (OA) composition, mass yield, volatility, and hygro- 
scopicity were explored. Higher exposure to the hydroxyl 
radical resulted in different OA composition, average car­
bon oxidation state (OSc), and mass yield. The OA oxidation 
state generally increased during photo-oxidation, and the fi­
nal OA OSc ranged from -0.29 to 0.16 in the performed ex­
periments. The volatility of OA formed in these different ex­
periments varied by as much as a factor of 30, demonstrating 
that the OA formed under different oxidizing conditions can 
have a significantly different saturation concentration. There 
was no clear correlation between hygroscopicity and oxida­
tion state for this relatively hygroscopic SOA.

1 Introduction

Secondary organic aerosol (SOA) is produced when gas- 
phase precursors are oxidized, forming lower volatility prod­
ucts that partition to the condensed phase. As SOA is esti­
mated to account for approximately 70 % of total aerosol or­

ganic carbon mass (Hallquist et al., 2009), the influence of 
SOA on aerosol composition and related properties is impor­
tant and complex (Donahue et al., 2009; Kanakidou et al., 
2005; Kroll and Seinfeld, 2008). Using measurements in ur­
ban, suburban, and remote sites, Zhang et al. (2007) showed 
that as aerosol ages in the atmosphere, it reaches a highly ox­
idized state and no longer resembles either fresh primary or 
secondary aerosol.

Although it is clear that the oxidation of gas-phase com­
pounds and continued oxidation of particle-phase com­
pounds play an important role in SOA production and trans­
formation, the underlying chemistry and thermodynamics 
are poorly understood. Without the correct representation of 
SOA production and evolution mechanisms, modeling at­
tempts often lead to underestimations of ambient mass load­
ings (Heald et al., 2005; Volkamer et al., 2006). The large un­
certainty in SOA concentrations predicted by chemical trans­
port models (CTMs) demonstrates the need for experimental 
data on the multi-generation oxidation reactions or “aging” 
that lead to changes in mass loadings and physicochemical 
properties of SOA. Several computational studies have high­
lighted the importance of not only incorporating extended 
chemical mechanisms but obtaining corresponding relation­
ships between chemical aging and physiochemical properties 
of the SOA, such as its volatility, in atmospherically relevant 
systems (Cappa and Wilson, 2012; Shrivastava et al., 2013)

Considering current “state-of-the-science” aerosol analy­
sis techniques, identifying the plethora of SOA components
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and their individual volatilities is not possible. A unified 
framework to evaluate complex systems in field or labora­
tory studies and to track changes in volatility as a function 
of physicochemical processing is the 2-D-volatility basis set 
(2D-VBS). It uses coordinates of volatility in terms of effec­
tive saturation concentration, C*, and oxidation state of car­
bon, OSc (or the oxygen to carbon ratio, O: C) to provide a 
space suitable for the description of the chemical transforma­
tions and phase partitioning of SOA (Donahue et al., 2012). 
Chemical species are lumped by C* and OSc in discretized 
bins.

The relationship between organic aerosol (OA) hygroscop- 
icity and extent of oxidation, indicated by O: C, has been the 
focus of a number of laboratory and field studies (Alfarra et 
al., 2013; Chang et al., 2010; Frosch etal., 2011; Jimenez et 
al., 2009; Lathem et al., 2013; Massoli et al., 2010). While 
OA hygroscopicity often increases with O : C, some other 
studies have found weak or no correlation between the two 
properties (Alfarra et al., 2013; Frosch et al., 2011; Lathem 
et al., 2013; Massoli et al., 2010). It has been shown that 
OSc is likely a better indicator of aerosol oxidation than O: C 
as the latter can be affected by non-oxidative processes such 
as hydration and dehydration while OSc increases continu­
ally with oxidation (Canagaratna et al., 2015; Kroll et al., 
2009, 2011); thus, O: C may not be as well correlated with 
observed hygroscopicity.

The organic aerosol O : C has been proposed to be linked 
with its volatility in addition to its hygroscopicity (Jimenez 
et al., 2009), and a few chamber studies have investigated 
the link among all three properties (Poulain et al., 2010; 
Tritscher et al., 2011). The conventional view is that the 
most volatile components should be the least hygroscopic; 
however, several studies have observed the opposite behavior 
(Asa-Awuku et al., 2009; Cerully et al., 2014; Meyer et al., 
2009; Poulain et al., 2010). Tritscher et al. (2011) found that 
hygroscopicity and O : C remained constant with decreased 
volatility for a-pinene SOA during aging by OH radicals.

We investigated the relationship between oxidation, 
volatility and hygroscopicity of SOA formed from the photo­
oxidation of toluene (methylbenzene) and other small aro­
matic volatile organic compounds (VOCs) under a variety of 
oxidation conditions. Small aromatics are important anthro­
pogenic SOA precursors (Pandis et al., 1992; Vutukuru et al., 
2006), and toluene serves as a model system to study the for­
mation of SOA from these compounds. A main objective of 
our work is to connect the extent of oxidation and the changes 
in volatility of these experiments within the 2-D-VBS frame­
work.

2 Materials and methods

2.1 Environmental chamber experiments

Organic aerosol was formed from the photo-oxidation of 
toluene and other small aromatic VOCs in the Carnegie Mel­
lon Center for Atmospheric Particle Studies (CAPS) environ­
mental chamber. The basic sequence of the experiments was 
to fill the chamber with clean air, inject the VOC and nitrous 
acid (HONO), and turn on the UV lights to start formation of 
OH (from the photolysis of HONO), which oxidizes the VOC 
and forms secondary organic aerosol (SOA). The number of 
UV lights used, the initial VOC concentrations, and the num­
ber of HONO injections was varied between experiments in 
order to create different oxidizing environments, as summa­
rized in Table 1. The amount of SOA formed, the SOA ox­
idation state, its volatility, and its hygroscopicity were mea­
sured, as explained in more detail below.

Nitrous acid was produced immediately before injection 
by drop-wise addition of 12 mL 0.1 M sodium nitrite so­
lution to 24 mL 0.05 M sulfuric acid solution. Ammonium 
sulfate ((NH4)2SO4, Sigma Aldrich, 99.99%) seed particles 
were used in some experiments (Table 1) to provide surface 
area onto which organics would condense as SOA. In the 
unseeded experiments, nucleation of the organic vapors was 
observed. With the exception of Experiment 7 (Table 1), iso- 
topically labeled toluene was used (13C-toluene, Cambridge 
Isotope Laboratories, 99 %) as in a previous study (Hilde­
brandt etal., 2011). All six ring carbons in the labeled toluene 
are 13C-substituted, leaving the methyl carbon unsubstituted. 
In two experiments (Expts. 6 and 8) other small aromatic 
compounds were injected in addition to toluene as detailed in 
Table 1 in order to test whether these VOCs behave similarly 
as toluene. Concentrations of the VOCs were monitored us­
ing a proton-transfer reaction mass spectrometer (PTR-MS, 
Ionicon Analytik GmbH) when available. PTR-MS measure­
ments were corrected for ion-source intensity and humidity 
as suggested by de Gouw et al. (2003). The sensitivity of the 
PTR-MS to the VOCs was measured before each experiment 
using a calibration gas mixture.

Figure 1 illustrates the experimental setup. Particle num­
ber and volume of the chamber aerosol were measured using 
a scanning mobility particle sizer (SMPS), comprised of a 
TSI model 3080 classifier and a TSI model 3772 conden­
sation particle counter (CPC). Particle mass and chemical 
composition were measured using a high-resolution time-of- 
flight aerosol mass spectrometer (AMS) from Aerodyne, Inc. 
(DeCarlo et al., 2006). The AMS has two ion optical modes 
named by the shape of the ion flight paths: a single-reflection 
mode (V mode) with a shorter flight path and hence higher 
sensitivity but lower resolution, and a double-reflection mode 
(W mode) with longer flight path and hence higher resolution 
but lower sensitivity. In this study the AMS was operated ac­
cording to common protocol with the vaporizer temperature 
at 600 °C, alternating between V and W modes to collect

Atmos. Chem. Phys., 15,8301-8313,2015 www.atmos-chem-phys.net/15/8301/2015/
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Table 1. Experimental conditions.

Expt.
#

Seeds a [Toluene]0
(ppb)

[Toluene]fc
(ppb)

HONO
injections

Lights

(%)

[OH] exposured 
(cm-3 s)

1 Yes - 300 NA 1 33 NA
2 No - 200 NA 1 + 1 100 NA
3 Yes - 300 NA 1+1 100 NA
4 No - 200 NA 2 100 NA
5 Yes - 100 NA 2+1 100 NA
6 No - 100e NA 2 100 NA
7 Yes 1320 1130 1 33 3.1 x 1010
8 Yes 91g 51h 1 100 10 x 1010
9 Yes 115 28 3+3 100 24 x 1010

a (NH4)2§O4 seed particles were used in some experiments. b Initial toluene concentrations estimated based on 
volume of VOC injected for Expts. 1-6 and measured by PTR-MS for Expts. 7-9. c Final toluene concentration 
after OH exposure. d Total OH exposure over the course of the experiment, estimated from exponential fits to the 
decay of toluene. Data not available for experiments 1-6 due to lack of PTR-MS data. e 5 of benzene, o-xylene, 
and 1,2,4-trimethylbenzene also injected. g 16 ppb ethylbenzene, 12 ppb benzene, and 23 ppb 
1,2,4-trimethylbenzene also injected. h Final concentrations of ethylbenzene, benzene, and 1,2,4-trimethylbenzene: 
9, 7, and 13 ppb, respectively.

SMPS

HR-AMS

SMPS
DMA CCNC

Vacuum

12 m3 Teflon

Figure 1. Schematic of experimental setup. Dotted lines indicate 
that the equipment was used in selected experiments.

mass spectra, and collecting particle time-of-flight (pToF) 
measurements in V mode.

Air from the chamber was split into two separate streams 
for analysis of OA concentrations and properties. In the first 
stream, OA volatility was probed using a thermodenuder 
(TD) system, similar to the system used in Lee et al. (2010). 
Aerosol was passed alternately through the TD, heated to 
a predefined temperature, or a bypass line and then to the 
SMPS and the AMS for measurements of the particle size 
distributions and chemical composition. Properties of ther­
mally treated OA were determined by comparing the resid­
ual aerosol after heating in the TD to the aerosol which was 
passed through the bypass line. The standard operating sam­
ple flow rate for the TD was 1 liter per minute (Lmin-1),

corresponding to a centerline residence time of - 15 s. In the 
TD followed by the AMS, the flow rate was also sometimes 
set to 0.6Lmin-1, corresponding to a centerline residence 
time of - 25 s, to evaluate the effects of a longer residence 
time on OA evaporation, though these data were not used for 
thermally denuded CCN comparisons.

In the second stream, aerosol was again passed alternately 
through the TD or bypass line, then size-selected (approx­
imately 100 to 140 nm) using a differential mobility ana­
lyzer (DMA, TSI model 3080) operated with a sheath to 
aerosol ratio of 10 : 1. Aerosol flow was then split to a CPC 
(TSI model 3010) and a cloud condensation nuclei counter 
(CCNc, Droplet Measurement Technologies). The CCNc 
was operated in Scanning Flow CCN Analysis (SFCA) mode 
(Moore et al., 2010), allowing for fast measurements of CCN 
by scanning the flow rate through the CCNc column, which 
measured the OA hygroscopicity. The thermodenuder posi­
tioned before the CCNc operated under the same tempera­
ture conditions as the AMS-TD and had a sample flowrate of 
1 Lmin-1, which allows for analysis of volatility and hygro- 
scopicity of the complete OA and the thermally denuded OA. 
Dilution air of 1.1 Lmin-1 was introduced after the DMA 
before splitting to the CCNc and CPC. Flow to the CCNc was 
held constant at 1.1 Lmin-1 using a laminar flow element, 
while flow in the CCNc was linearly ramped between 0.1 and 
0.9 L min-1 over 60 s. The top to bottom column temperature 
difference was 6 °C for all experiments.

2.2 AMS data analysis

The AMS data were processed in Igor Pro 6.12 (Wavemet- 
rics, Inc.) using the standard AMS data analysis toolkits 
“Squirrel” version 1.51C for unit mass resolution (UMR) 
analysis and “Pika” version 1.10C for high resolution (HR)

www.atmos-chem-phys.net/15/8301/2015/ Atmos. Chem. Phys., 15, 8301-8313, 2015
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Table 2. Summary of organic aerosol composition and volatility.

Expt
#

(NO+NO2)/OAa OSb O: C NO+/NO+c H2O / (CO2+13CO2) 13co / 13co2 Volatility 
reduction (25 s)e

Volatility 
reduction (15 s)e

1 0.10 -0.14 0.84 8.2 1.70 1.17 3.5 3.6
2 0.11 0.16 0.83 7.5 0.30 1.09 30.4 30.8
3 0.10 0.00 1.04 8.3 2.35 1.23 3.1 3.6
4 0.12 0.01 0.92 7.9 1.70 1.22 3.5 4.0
5 0.12 -0.14 0.94 8.0 2.10 1.22 1.9 2.2
6 0.10 -0.17 0.89 8.6 1.99 1.36 1.7 2.5
7 0.13 -0.29 0.76 8.2 1.85 n/ad 1.0 1.0
8 0.10 -0.05 0.94 7.3 1.67 1.13 4.3 4.9
9 0.12 -0.04 1.02 7.0 2.40 1.13 6.2 8.2

a After first period of “lights on”. OA includes NO+ andNO+. b After first period of “lights on”, OSc approximated as 2 x O : C-H : C. c From linear regressions throughout the experiment 

(when OA present). d Not applicable (no isotopically labeled VOC used in Experiment 7). e Volatility reduction estimated for data collected at residence times of 15 and 25 s. Values are 
calculated relative to Experiment 7 which featured the highest volatility.

analysis. HR analysis was performed using the W-mode data 
since highest resolution is preferred to distinguish between 
isotopically labeled and unlabeled ions. The lists of ions inte­
grated in the HR analysis is similar to the list used previously 
(Hildebrandt et al., 2011). Ion masses were fitted up to an 
m/z ratio of 105; above this the signal was too noisy and/or 
the mass spectra were too crowded for reliable identification 
of ion atomic composition. According to the UMR analysis 
more than 95% of the organic signal was below m/z 105, 
and the total organic mass was corrected based on this frac­
tion calculated for each experiment (Table S1 in the Supple­
ment).

2.2.1 Modification of standard fragmentation table

Several adjustments were made to the standard fragmenta­
tion table (Allan et al., 2004) for the analysis of HR and 
UMR data as explained in detail in the supplementary ma­
terial; only the most important adjustments are summarized 
here. First, the fragmentation table was adjusted to account 
for hydrogen atoms (m/z = 1) formed in the fragmentation 
of H2O (Canagaratna et al., 2015). Second, the amount of 
H2O+ attributed to organics was chosen so that the mass of 
water does not correlate with the mass of organics (R < 0.01) 
as expected for these low relative humidity experiments. The 
ratios of organic H2O+ to (13CO++ CO+) are provided in 
Table 2 and ranged from 0.3 to 2.4, higher than the ratio of 
0.225 in the default fragmentation table but consistent with 
recent calibration experiments (Canagaratna et al., 2015). 
Third, ions assigned to the nitrate family in the HR analysis 
(NO+, NO+) were added to the total organic aerosol mass 
in the HR batch table because they appear to be due to or­
ganic nitrates: The ratio of NO+ to NO2+ measured in these 
experiments (Table 2) is around 8, much higher than the ra­
tio of 2.4 measured in calibration experiments using ammo­
nium nitrate. Furthermore, no inorganic nitrate was added in 
these experiments. Nitric acid is expected to form in the gas 
phase but does not appear to partition appreciably to the par­

ticle phase, consistent with its high vapor pressure (Fry et al.,
2009). Nitrate fragments were not included in the calculation 
of O: C and H: C since elemental analysis examines the ox­
idation state of the carbon atoms.

2.2.2 Quantification of organic aerosol production

Data were corrected for changes in the instrument air beam 
(AB) over the course of an experiment. The ionization effi­
ciency (IE) for each experiment was adjusted based on the 
ratio of the AB during the experiment to the AB during the 
ionization efficiency calibration conducted before this set of 
experiments was started (calibrationIE/AB = 4.65 x 10-13). 
Additional details on quantification of AMS data are pro­
vided in the supplementary material. The AMS collection ef­
ficiency (CE) for these data was estimated by matching AMS 
mass distributions and SMPS volume distributions using the 
OA density (porg) and AMS CE as fitting parameters, with 
the algorithm developed by Kostenidou et al. (2007).

The amount of organic aerosol formed was quantified as 
the fractional aerosol mass yield (mass of OA formed divided 
by mass of toluene reacted). The mass of OA formed was cor­
rected for the depositional loss of particles onto the chamber 
walls and for the condensational loss of organic vapors to 
wall-deposited particles. The assumption was made that con­
densation of organic vapors is not slowed by mass-transfer 
resistances, and that the wall-deposited particles are in equi­
librium with the organic vapors in suspension. Therefore, the 
total (corrected) concentration of OA can be calculated by 
multiplying the OA/seed ratio by the initial seed concentra­
tion, as discussed in more detail in Hildebrandt et al. (2009). 
This correction does not account for condensation of organic 
vapors onto the “clean” Teflon walls. While these losses have 
been shown to occur (e.g., Matsunaga and Ziemann, 2010), 
quantification of their magnitude is an area of active research 
and remains challenging.

In all of the experiments described here, the condensa­
tion sink after particle formation was approximately 1 min-1,
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while the initial condensation sink to ammonium sul­
fate seeds in seeded experiments ranged between 0.6 and 
1 min-1. The timescale for sulfuric acid vapor wall loss in the 
Carnegie Mellon chamber is approximately 0.1 min-1, as de­
termined by the chemical ionization mass spectrometer mea­
surement of sulfuric acid loss (V Hofbauer, personal com­
munication, 2015). Thus, in all of the seeded experiments, 
condensing vapors encountered the seeds approximately 10 
times before encountering the walls, while in nucleation ex­
periments the suspended aerosol population quickly grew to 
a size where this was also true. Thus, while wall losses of 
semi-volatile vapors are a source of uncertainty, we have 
attempted to ensure that vapor-particle interactions at least 
dominate over vapor-wall interactions. It is therefore reason­
able to expect that observed differences between experiments 
are not driven by interactions with the walls but instead by 
chemical processing of the organic aerosol.

2.3 Analysis of organic aerosol volatility

2.3.1 Data preparation

Volatility data were collected for each experiment after the 
SOA had formed. During some experiments, measurements 
were also made during the irradiation period (with the UV 
lights on) to examine the volatility changes during photo­
oxidation. TD data are analyzed in terms of the volume frac­
tion remaining (VFR) or mass fraction remaining (MFR). 
Using the total organic mass concentration from the AMS, 
the MFR was calculated by dividing the mass concentration 
of the denuded OA by the mass concentration of the OA that 
had passed through the bypass. These data are presented in 
the form of a thermogram, which shows the MFR as a func­
tion of temperature in the TD.

Particle concentrations decline in the smog chamber after 
SOA formation chemistry ceases due to losses to the cham­
ber walls. This can lead to biases in the estimated MFR when 
bypass concentrations before or after the TD sampling period 
are used. A more accurate MFR was obtained by interpola­
tion of the bypass OA concentrations corresponding to the 
TD sampling times. Each experiment was analyzed individ­
ually for a best fit, usually resulting in an exponential decay 
function. Graphs of the interpolated bypass data are shown 
in Fig. S2.

Particle losses in the TD were also taken into account. 
These losses occur due to diffusion (primarily of small parti­
cles), sedimentation (primarily of large particles), and ther­
mophoresis; the losses are therefore a function of sample 
flow rate, temperature, and particle size (Burtscher et al., 
2001). To estimate the losses within the TD setup, size- 
dependent loss functions were developed using NaCl parti­
cles under various TD temperatures and sample flow rates 
(Lee and Pandis, 2010). The number losses for each TD 
temperature-residence time combination are calculated by 
determining the losses over the size distribution measured by

Experiment 2
35 1.0

lights on lights on

30
OA corrected for CE 

and wall loss 0.5
25

20
0.0

15

Oxidation State10

5
OA corrected for CE

-1.0
0 1 2 3 4 5

Time (hours since start of photooxidation)
Experiment 9

1.0
lights on lights on

OA corrected for 
CE and wall loss

0.5oxidation state

0.0

OA corrected for CE
Toluene / 6

0 1 2 3 4

Time (hours since start of photooxidation)

Figure 2. Time series of OA concentration (corrected for CE and 
corrected for CE and wall loss) from an unseeded experiment (2, 
top) and a seeded experiment (9, bottom), both with two photo­
oxidation periods (“lights on”) before which HONO was injected. 
The periods during which the reactor was dark are shown with white 
background while the periods with UV lights are shaded yellow. 
Also shown is the OA oxidation state (right axis) and concentra­
tions of toluene during Expt. 9 (toluene concentrations have been 
divided by 6 on the figure for easier readability).

the SMPS. The number losses for each size bin are then con­
verted to a volume-based correction using the particle diam­
eter of each bin. This correction factor is applied to the cal­
culated MFR values. The organic MFR was calculated from 
AMS bypass and thermodenuder mass concentrations aver­
aged over 6-9 min for a given TD temperature and residence 
time. It is assumed that there are no significant changes to 
composition and volatility over these averaging periods.

2.3.2 Evaporation model

Due to the non-equilibrium conditions in the TD, a dynamic 
mass transfer model developed by Riipinen et al. (2010) was 
used to estimate the relative volatility of the OA formed in the 
experiments outlined in Table 1. Briefly, aerosol evaporation 
is simulated using experimental inputs including TD temper­
ature, residence time, particle mode diameter, mass concen­
tration, and OA density. This method utilizes the volatility 
basis set approach (Donahue et al., 2006) to account for the 
component complexity in the SOA formed. Assuming the 
particles are in equilibrium with the vapor phase as they en-
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Figure 3. Time series of carbon oxidation state (left axis) and ele­
mental ratios of O: C and H: C (right axis) for Expt. 3. The periods 
during which the reactor was dark are shown in with white back­
ground while the periods with UV lights are shaded yellow.

ter the TD, the effective saturation concentration is estimated 
from a least-squares fit to the experimental thermograms. An 
important caveat to this approach is that physical properties 
including mass accommodation coefficient and enthalpy of 
vaporization, which are usually unknown, can substantially 
affect the volatility estimated (Lee et al., 2010) . The pri­
mary goal of these experiments was to observe changes in 
OA volatility with different levels of oxidation. Thus, rel­
ative volatility changes were calculated as described below, 
thus reducing uncertainties arising from the choice of accom­
modation coefficient and enthalpy of vaporization.

The volatility of SOA formed in each experiment was de­
termined assuming a fixed volatility distribution shape using 
four saturation concentrations, 1, 10, 100, and 1000 pgm-3. 
During the analysis the saturation concentrations are multi­
plied by a shifting factor, s. This practically shifts the volatil­
ity distribution to lower or higher values, assuming that the 
shape of the distribution does not change. Differences in 
shifting factors can then be interpreted as differences in the 
saturation vapor pressure of the OA formed in these ex­
periments: for example, OA with shifting factor 10 is 10 
times more volatile than the OA with shifting factor 1. The 
volatility distribution used is the fresh toluene SOA distri­
bution estimated by Hildebrandt et al. (2009) for their high 
NOx experiments: 0.025 for C* = 1, 0.51 for C* = 10, 0.38 
for C* = 100, and 0.085 for C* = 1000 pgm-3 (An organic 
aerosol concentration of 50 pg m-3 was used to convert the 
product yields reported in Hildebrandt et al., 2009 to nor­
malized mass fractions used here). The shifting factor is es­
timated for each of the experiments presented here by us­
ing the mass transfer model and least-squares fitting to the 
MFRs. In the last step relative shifting factors are calculated 
by normalizing them by the shifting factor of the OA formed 
in Expt. 7, in which SOA had the lowest OSc. In this way, 
the relative volatility reduction (1/s) for each experiment is 
estimated while accounting for the experiment specifics in­

1
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0.20­

0.15­

0.10­
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0.00-

A Expt. 9, OH exp.: 23 x 10 cm 3s 
Expt. 7, OH exp.: 3.1 x 10 cm-3s

▲

▲

1 10 100 

Coa (MS m-3)

Figure 4. Organic aerosol mass yields for Expts. 7 and 9.

cluding residence time, TD temperature, mass concentration, 
and particle size. Fixed values are used for the enthalpy of 
vaporization (80 kJ mol-1) and the mass accommodation co­
efficient (1.0). The sensitivity of results to these choices is 
discussed in Sect. 3.2.

2.4 Analysis of CCN activity

2.4.1 CCNc calibration

The CCNc instrument calibration is used to determine the 
relationship between instantaneous instrument flow rate and 
supersaturation as described in Moore et al. (2010). Ammo­
nium sulfate solution is atomized, dried using a silica gel dif­
fusion dryer, charge-neutralized using Po-210, and classified 
by a DMA. The flow is then introduced into both a CPC and 
a CCNc. The activation ratio, or the ratio of CCN to total 
particles, is then plotted against the instantaneous flow rate 
to yield data that are fit to a sigmoidal activation ratio func­
tion. The critical flow rate, Q*, is determined, correspond­
ing to where half of the total particles are activated and to 
a level of supersaturation, s*, equal to the critical supersatu­
ration of the classified aerosol (Sect. 2.4.2). The Q* and s* 
are determined for a range of aerosol sizes, yielding, for the 
flow rate range (0.1-0.9Lmin-1) and temperature gradient 
(A T = 6 °C) in the CCNc column, supersaturations ranging 
from approximately 0.1 to 0.5 %.

2.4.2 Calculating aerosol hygroscopicity of size-selected 
aerosol

Using the method outlined in Sect. 2.4.1, s* was deter­
mined for each flow rate upscan and downscan. All CCNc 
data subject to poor counting statistics (where the maximum 
CCN concentrations were lower than approximately 15 to 
20 counts cm-3) were excluded from analysis (Moore et al.,
2010). The characteristic hygroscopicity parameter, k (Pet- 
ters and Kreidenweis, 2007), of the monodisperse CCN is 
then determined by

4A3
k =

27dps *2’
(1)

Atmos. Chem. Phys., 15,8301-8313,2015 www.atmos-chem-phys.net/15/8301/2015/



L. Hildebrandt Ruiz et al.: Formation and aging of secondary organic aerosol from toluene 8307

£ 06­

S 04­

s

I
60 70 80 90 100

»EXPt4

60 70 80 90 100
TD Temperature, °C TD Temperature, °C

Figure 5. Comparison of the difference in oxidation state of de­
nuded and total OA versus TD temperature for two unseeded ex­
periments (2 and 4, left panel) and two seeded experiments (7 and 
9, right panel). For OA of intermediate oxidation state (around 0, 
Expts. 4 and 9), oxidation state of the denuded OA is similar to the 
oxidation state of the full OA, implying that oxidation state does 
not correlate significantly with volatility. For OA of higher or lower 
oxidation state (Expts. 2 and 7, respectively) oxidation state anti­
correlates with volatility, shown here as an increase in oxidation 
state difference with TD temperature.

where A = (4MwOw)/(RTpw); Mw, ow and pw are the mo­
lar mass, surface tension, and density of water, respectively. 
R is the universal gas constant, T is CCNc mid-column tem­
perature, and dp is the dry particle diameter selected by the 
DMA prior to the CCNc.

3 Results and discussion

3.1 Organic aerosol concentration, composition and 
mass yield

Figure 2 shows the time series of OA concentrations and 
oxidation state for an unseeded experiment (2, top panel) 
and a seeded experiment (9, bottom panel). The time series 
of toluene concentrations are also shown for Expt. 9; these 
data were not available for Expt. 2. There were two photo­
oxidation periods (“lights on”) during each experiment, and 
HONO was injected every time before lights were turned 
on. During Experiment 2, the OA was alternatively passed 
through the bypass and the TD throughout the experiment 
(only the bypass data are shown in Fig. 2). The TD was 
held at the same temperature during the photo-oxidation pe­
riods to observe changes in volatility during this period, and 
the temperature in the TD was varied during the dark pe­
riod to obtain a thermogram. During Experiment 9, the OA 
was passed only through the bypass during photo-oxidation, 
and it was alternated between bypass and TD (at different 
temperatures) during the dark period. The OA concentra­
tions increased during the oxidation periods (“lights on”) 
as toluene was oxidized to form SOA. Toluene concentra­
tions decreased by approximately 50 % during the first photo­
oxidation period in Expt. 9 and decreased an additional 20 % 
during the second photo-oxidation period. Thus, gas-phase 
toluene is always present in the system and fresh toluene

SOA is expected to form at the same time as the previously 
formed toluene SOA is aged photochemically.

A moderate increase in the OA oxidation state was ob­
served during the “lights on” period in both experiments. 
Two competing effects can influence the OA oxidation state: 
First, according to partitioning theory, species of increasingly 
higher volatility will partition to the particle phase as the OA 
loading in the system increases. If oxidation state is anti­
correlated with volatility this effect would decrease oxidation 
state when OA concentration increases. Second, the existing 
OA can be oxidized further (aged), increasing the OA oxi­
dation state as long as the molecules composing the OA do 
not fragment. The OA oxidation state of the OA formed in­
creased for several hours in the experiments shown in Fig. 2 
and all other experiments conducted as part of this work, sug­
gesting that the aging effect dominated.

In an attempt to produce highly oxidized OA, photo­
oxidation of the OA was continued for over 24 h during ex­
periments 3 and 5. Figure 3 shows the time series of oxida­
tion state and elemental ratios (O: C and H: C) for Expt. 3. 
As before, HONO was injected before every irradiation pe­
riod. The OA oxidation state increased during the first few 
hours of irradiation but significantly decreased after longer 
irradiation. Plausible explanations for this decrease in oxi­
dation state (which was also observed after long irradiation 
in Experiment 5) include the condensation of less oxidized 
vapors, photolysis of OA components and their fragmenta­
tion after continued oxidation with OH. Fragmented prod­
ucts may have a high oxidation state but high volatility (due 
to their smaller size) and evaporate from the OA, decreasing 
the OA average oxidation state. Photolysis of organic com­
pounds is expected to occur throughout the experiment (e.g., 
Surratt et al., 2006), but as long as OH reactions dominate, 
the oxidation state of the bulk OA increases. Future exper­
iments should aim to isolate OH from photolysis reactions 
by, for example, using a dark OH source. This would help 
to constrain these effects and eventually represent them in 
chemical transport models.

Table 2 provides a summary of the OA composition for all 
experiments investigated here. The observed oxidation state 
of the OA formed ranged from -0.29 to 0.16. At least 10 % 
of the OA mass was due to the sum of NO+ and NO+ ions. 
The observed ratio of NO+ to NO2+ (Table 2) was between 
7.0 and 8.6, much higher than the ratio of 2.4 measured in 
calibration experiments using ammonium nitrate, suggesting 
that the NO+ and NO2+ ions originate from organic nitrogen 
(ON) compounds. Estimating that the ON compounds have 
an average molecular weight of about 200 g mol-1, approxi­
mately half of the OA is due to ON. Thus, organic nitrogen 
compounds are a major constituent in the OA formed in these 
high-NOx photo-oxidation experiments.

In Experiments 6 and 8, other small aromatic VOCs were 
injected in addition to toluene. The OA formed in these 
experiments did not stand out in terms of its composition,
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Figure 6. Bypass (blue) and thermodenuder (red) organic mass con­
centration time series for Expt. 7. The yellow shaded region denotes 
time when the UV lights were on. Temperatures represent the TD 
setpoint temperature. The bypass data have not been corrected for 
losses to the walls of the chamber. The TD measurements have not 
been corrected for losses in the TD.
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Figure 7. Organic mass fraction remaining as a function of ther­
modenuder temperature at a residence time of 15 s (black) and 25 s 
(red) for Expt. 7. Thermograms have been corrected for TD losses.

volatility (Sect. 3.3) or hygroscopicity (Sect. 3.4). This sug­
gests that other small aromatic VOCs behave similarly as 
toluene and that toluene can be used as a model system to 
study small aromatic VOCs.

3.2 High and low oxidation experiments - a case study

This section compares two seeded experiments (number 7 
and 9, Table 1) and two unseeded experiments (number 2 and 
4). The aim in the design of these experiments was to create 
different photochemical conditions. Therefore, fewer HONO 
injections were performed, more toluene was injected, fewer 
lights were used (resulting in lower UV intensity), and the 
irradiation period was shorter in Expt. 7 compared to Expt. 
9(10 min and 3 h, respectively). The decay of toluene, moni­
tored by the PTR-MS, was used to estimate the OH exposure 
of the OA during irradiation. Total OH exposure during Expt. 
7 was 7-8 times lower than during Expt. 9. Figure 4 shows 
the OA mass yields for experiments 7 and 9 as a function of 
the corrected OA concentration in the system; only the first 
irradiation period was used for Expt. 9 as uncertainties due

to wall losses increase over the course of an experiment. The 
OA yields are higher for Expt. 9, which exhibited higher OH 
exposure. Considering only the first irradiation period, OH 
exposure in Expt. 9 was 5 times higher than in Expt. 7. The 
OA formed in Expt. 9 also exhibited significantly higher ox­
idation state (~ 0, Table 2) than the OA formed in Expt. 7 
(~ -0.3), and its volatility was approximately a factor of 7 
lower than the volatility of the OA formed in Expt. 7 (Ta­
ble 2).

Previous work has suggested that higher OH exposures 
help to reduce wall losses (Kroll et al., 2007); therefore, dif­
ferent oxidizing conditions could result in different wall-loss 
rates of semi-volatile vapors. As mentioned in Sect. 2.2.2 
above, the changes observed in these experiments seem to 
be driven by chemical processes, not by the interactions with 
chamber walls. Thus, the higher oxidation state and lower 
volatility observed during Expt. 9 were likely a result of 
higher OH exposure.

The OA mass yields shown in Fig. 4 are lower than high- 
NOx OA mass yield measured in our previous study (Hilde­
brandt et al., 2009), likely due to different initial and oxi­
dizing conditions. In the previous study the source of OH 
and NOx was HOOH and NO, and all NO converted to NO2 
within a few minutes of the start of photo-oxidation. In the 
present study the source of OH and NOx was HONO, and 
both NO and NO2 were present throughout the experiments. 
Gas-phase chemistry is primarily affected by the level of NO, 
not total NOx, and lower OA mass yields are expected under 
high NO, high NOx conditions (present study) compared to 
high NOx, low NO conditions (Hildebrandt et al., 2009).

Differences in the OA composition are also apparent when 
comparing the total OA to the denuded OA from these two 
experiments. Figure 5 (right panel) shows the difference in 
oxidation state of the denuded and the total OA at the differ­
ent TD temperatures for Expt. 7 and 9. For the less oxidized, 
more volatile OA formed in Expt. 7, the oxidation state of
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the denuded OA is higher than the oxidation state of the to­
tal OA, as expected when volatility correlates with oxidation 
state. The difference is larger at the higher TD temperatures 
when a larger fraction of the total OA has evaporated. How­
ever, for the more oxidized, less volatile OA formed in Expt. 
9, the denuded OA has essentially the same oxidation state as 
the total OA at all TD temperatures. This is consistent with 
the OA being composed of molecules that have a similar ox­
idation state but different chain length, resulting in different 
volatilities. A similar observation was made when sampling 
highly oxygenated OA during ambient measurements in Fi- 
nokalia, Greece, where the fraction of OA due to fragments 
of m/z 44 was not significantly different for denuded and to­
tal OA (Hildebrandt et al., 2010).

A similar comparison can be made for two non-seeded ex­
periments (number 2 and 4), which resulted in OA of dif­
ferent oxidation state and volatility (Table 2). Data from the 
PTR-MS were not available for this experiment; hence, OH 
exposure could not be estimated and OA mass yields could 
not be calculated, but it is likely that higher OH concentra­
tions as well as lower OA concentrations in Expt. 2 resulted 
in the more oxidized, less volatile OA. The OA formed in 
Expt. 4 had similar oxidation state as the OA formed in Expt. 
9 mentioned above (~ 0). The OA formed in Expt. 2 had the 
highest oxidation state of all OA analyzed here (~ 0.16), and 
its volatility was about a factor of 7 lower than the volatility 
of the OA formed in Expt. 4. The left panel of Fig. 5 shows 
the difference in oxidation state (denuded vs. total) as a func­
tion of TD temperature for Expts. 2 and 4. The OA formed in 
Expt. 4 exhibits similar behavior as the OA formed in Expt. 
9, with very little difference between the oxidation state of 
denuded and total OA. The OA in Expt. 2 shows a higher 
oxidation state for denuded OA than for non-denuded OA. 
Thus, it appears that for OA of lower and higher bulk oxi­
dation state, the oxidation state anti-correlates with volatil­
ity, shown here as a higher oxidation state of the denuded 
OA. For OA of intermediate oxidation state (around zero), 
the volatility of the OA does not correlate significantly with 
bulk oxidation state. The volatility and oxidation state of OA 
formed in all experiments is analyzed further below.

3.3 Volatility

Figure 6 shows mass concentration time series measured dur­
ing Experiment 7 including both the bypass and TD mea­
surements. This experiment produced the least oxidized and 
most volatile SOA and serves as the baseline for compari­
son of OA volatility in the other experiments. HONO was 
injected into the chamber and, at t = 0, the UV lights in the 
chamber (30 % of them) were turned on. The hydroxyl radi­
cal formed during the HONO photolysis began to react with 
toluene and the organic mass concentration increased due to 
the formation of SOA. The lights remained on for approx­
imately 15 min and at that point the HONO photolysis was 
stopped by turning off the UV lights. The AMS then alter­

nated between the bypass line and thermodenuder (operat­
ing at different temperatures and residence times) to obtain 
the thermogram shown in Fig. 7. Half of the organic aerosol 
mass evaporated at 70 °C (T50 temperature). For this and all 
other experiments, the MFR was nearly the same after 15 and 
25 s residence time in the thermodenuder.

The 15 and 25 s residence time data sets were indepen­
dently modeled, resulting in two estimates of volatility re­
duction for each experiment. These were quite similar (Ta­
ble 2) for all cases, suggesting that these measurements are 
consistent with the choice of a unity accommodation coeffi­
cient. The estimated relative volatility reductions relative to 
Experiment 7 for all experiments are presented in Table 2, 
and the experiment-specific model inputs (OA loading, par­
ticle mode diameter, and OA density) are presented in Ta­
ble S2. Volatility was lower in other experiments by as much 
as a factor of 30, demonstrating that the OA formed under 
different oxidation conditions can have significantly differ­
ent vapor pressure. A comparison of the modeled versus the 
measured MFRs is shown in Fig. S3.

Sensitivity runs were performed in order to examine the 
effects of the accommodation coefficient and enthalpy of 
vaporization parameters. In summary, the analysis revealed 
that changing the mass accommodation coefficients between 
0.01, 0.1, and 1 for Expts. 7 and 9, which exhibited quite dif­
ferent experimental conditions, changes neither the relative 
volatility reduction nor the goodness of fit (represented by 
the sum of squared residuals, SSR) by more than 15%. In 
addition, better least-squares fits are obtained for enthalpy of 
vaporization of 80 kJ mol-1 (average SSR for all nine exper­
iments, SSRavg = 0.04) than for enthalpy of vaporizations of 
20 or 120 kJ mol-1 (SSRavg = 0.11 and 0.09, respectively). 
Changing the enthalpy of vaporization does not change the 
trends in volatility reduction between experiments. More de­
tailed results of the sensitivity study are presented in the sup­
plementary material.

Dependence of volatility on oxidation state

Differences in volatility of the toluene SOA in these experi­
ments can be compared to its carbon oxidation state (Fig. 8). 
The change in volatility is expressed as the logarithm of the 
volatility reduction. This is consistent with the assumption 
of a constant volatility distribution shape shifting. Each data 
point represents a single experiment in terms of volatility re­
duction or the change in log C * and the corresponding OSc. 
In general, the more oxidized organic aerosol is, the less 
volatile it is. This is consistent with functionalization reac­
tions decreasing the volatility of the OA as it is oxidized. Us­
ing a least-squares fit, a straight line is fit to the data set giv­
ing a relation of (OSc) = 0.284 (Alog1o C*) - 0.245. This 
suggests that an increase of the oxidation state by approx­
imately 0.3 units corresponds to a reduction of the average 
volatility by an order of magnitude for the toluene SOA sys­
tem examined here. However, as discussed in Sect. 3.2, the
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volatility of individual species composing the OA is not al­
ways correlated to their oxidation state.

3.4 Hygroscopicity

CCNc-derived organic hygroscopicity, Korg, expressed as the 
average hygroscopicity of all measured sizes, versus the bulk 
O: C ratio and OSc is shown in Fig. 9 for each experiment 
where CCNc data were available. Throughout all experi­
ments, Korg ranges from 0.10 to 0.25 while bulk O: C ranges 
from approximately 0.85 to 1.05. For each experiment, after 
the initial period of photo-oxidation, Korg remains fairly con­
stant, as does O: C. There is no clear correlation between Korg 
and O: C (Fig. 9, top, left) or between Korg and OSc (Fig;. 9, 
top, right) across all experimental conditions. This is counter 
to the conventional view that oxidative aging of aerosol gen­
erally increases its hygroscopicity (Jimenez et al., 2009).

When investigating Korg for Expts. 4 and 6 where both non- 
denuded and thermally denuded measurements were col­
lected, it appears that thermally denuded aerosol (combined 
measurements from 60, 80, and 100 °C) may show a slight 
decrease in Korg with increased O: C (and OSc) (Fig. 9 bot­
tom). While the change in Korg as well as O: C and OSc can­
not be concluded with confidence due to the relatively large 
variation in Korg, it is possible that this relationship between 
hygroscopicity and oxidation suggests that there may be an­
other process, aside from bulk oxidation changes, causing 
changes in the measured hygroscopicity. Sareen et al. (2013) 
showed that gas-phase compounds such as methylglyoxal 
can act as surfactants, which depress surface tension and en­
hance CCN activity (and hygroscopicity). As methylglyoxal

as well as other gas-phase surface-active compounds such as 
benzaldehyde and glyoxal are known products of toluene ox­
idation by OH (Baltaretu et al., 2009), it is likely that gas- 
phase surfactants are present in these experiments. If surfac­
tant films are present on the non-denuded aerosol, enhancing 
their hygroscopicity, then desorption of the surfactants later 
upon heating may increase surface tension and depress ap­
parent hygroscopicity. A monolayer of surfactant adsorbed 
from the gas phase would induce a negligible impact on bulk 
O: C or OSc. Thus, the volatility of OA would not necessar­
ily correlate with its oxidation state if surfactants are present. 
Another potential explanation for the lack of a clear corre­
lation between Korg and OSc is that the OA composition is 
dominated by compounds with similar OSc but different size 
(e.g., oligomers), as the size of molecules affects their solu­
bility and therefore their hygroscopicity.

4 Conclusions

Photochemical aging clearly influences anthropogenic SOA, 
and the general trend toward increased SOA mass and re­
duced volatility is consistent with progressive oxidation driv­
ing organic aerosol toward the highly oxidized, low-volatility 
endpoint observed around the world. There is a strong rela­
tionship between exposure to OH and physicochemical prop­
erties for SOA formed from the oxidation of toluene and 
other small aromatic VOCs. Organic nitrogen compounds 
are a major constituent in the SOA formed. An experiment 
with higher OH exposure showed higher SOA mass yields, 
more oxidized SOA, and reduced SOA volatility but only
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modest differences in hygroscopicity. Volatility varied by a 
factor of 30 for different OH exposure, and a 10-fold de­
crease in volatility was associated with a 0.3 increase in 
carbon oxidation state. The SOA was relatively hygroscopic 
for organic material, with 0.1 < k < 0.2 and if anything, a 
slightly negative relationship between kappa and oxidation 
state was observed, suggesting a possible role for surfactants 
or oligomeric compounds. The relationship between hygro- 
scopicity, oxidation state, and volatility may be modulated 
by gas-phase compounds.

While individual experiments with different OH exposure 
showed clear aging effects as different oxidation states and 
OA volatility, these effects were not evident within every sin­
gle experiment. This suggests that a complex interplay ex­
ists between gas-phase processes, including oxidation reac­
tions that both functionalize and fragment condensable or­
ganic species as well as photolysis of some species. The com­
position, hygroscopicity, and volatility of organic aerosol do 
not always follow a prescribed relationship, highlighting the 
need for future laboratory experiments and ambient measure­
ments which evaluate all of these properties.

The Supplement related to this article is available online 
at doi:10.5194/acp-15-8301-2015-supplement.
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Brownness of organics in aerosols from biomass 
burning linked to their black carbon content
Rawad Saleh1, Ellis S. Robinson1, Daniel S. Tkacik1, Adam T. Ahern1, Shang Liu2, Allison C. Aiken2, 
Ryan C. Sullivan1, Albert A. Presto1, Manvendra K. Dubey2, Robert J. Yokelson3, Neil M. Donahue1 

and Allen L. Robinson1* *

Atmospheric particulate matter plays an important role in the 
Earth's radiative balance. Over the past two decades, it has 
been established that a portion of particulate matter, black car­
bon, absorbs significant amounts of light and exerts a warming 
effect rivalling that of anthropogenic carbon dioxide1,2. Most 
climate models treat black carbon as the sole light-absorbing 
carbonaceous particulate. However, some organic aerosols, 
dubbed brown carbon and mainly associated with biomass 
burning emissions3"6, also absorbs light7. Unlike black carbon, 
whose light absorption properties are well understood8, 
brown carbon comprises a wide range of poorly characterized 
compounds that exhibit highly variable absorptivities, with 
reported values spanning two orders of magnitude3"6,9,10. Here 
we present smog chamber experiments to characterize the 
effective absorptivity of organic aerosol from biomass burning 
under a range of conditions. We show that brown carbon in 
emissions from biomass burning is associated mostly with 
organic compounds of extremely low volatility11. In addition, 
we find that the effective absorptivity of organic aerosol in 
biomass burning emissions can be parameterized as a function 
of the ratio of black carbon to organic aerosol, indicating 
that aerosol absorptivity depends largely on burn conditions, 
not fuel type. We conclude that brown carbon from biomass 
burning can be an important factor in aerosol radiative forcing.

Black carbon (BC) in atmospheric particulate matter is an 
important global warming agent (potentially second only to 
CO2) with estimates of its direct radiative forcing (DRF) ranging 
between 0.17 and 1.48 W m-2 (ref. 2). The large uncertainty in 
BC DRF stems partly from the mismatch between BC light 
absorption (hence its DRF) estimated by climate models and that 
retrieved using remote sensing, with models usually reporting 
smaller values2. Open biomass burning contributes one-third of 
the global BC budget. Biomass burning is also a major source 
of organic aerosol (OA), contributing two-thirds of the global 
primary OA budget2,12, which most climate models treat as purely 
scattering. The cooling due to this scattering offsets the warming 
by BC from biomass burning, resulting in negative net DRF for 
biomass burning emissions13. However, there is a growing body of 
evidence that biomass burning OA contains substantial amounts 
of light-absorbing brown carbon3-6 (BrC), which can shift the net 
biomass burning DRF to positive values14. Neglecting absorption 
by biomass burning OA might lead to misattribution of observed 
atmospheric particulate matter absorption to BC, contributing 
to the discrepancy between models and observations. There are

substantial uncertainties in quantifying the effect of BrC. A major 
obstacle is the very high variability in reported light absorption 
properties of biomass burning OA, often attributed to fuel type 
and burn conditions4,6, which complicates their treatment in 
climate models.

In this study, we show that the least volatile fraction (extremely 
low-volatility organic compounds, ELVOC, defined in the volatility 
basis set11 to have saturation concentration <3 x 10-4 pgm-3) of 
biomass burning OA emitted during the Fire Laboratory at Missoula 
Campaign (FLAME 4) exhibits substantially larger light absorption 
efficiency than the low-volatility (LVOC) and semi-volatile (SVOC) 
organic fractions. We parameterize the effective OA absorptivity 
(the imaginary part of the refractive index kOA) across a diverse set 
of fuel types and burn conditions using the BC-to-OA ratio of the 
emissions, which is a measure of the combustion conditions. The 
kOA values derived here can be used in Mie theory calculations to 
quantify light absorption by biomass burning OA. As the BC-to- 
OA ratio is tracked in emission inventories2,15, our parameterization 
for biomass kOA can be implemented in current large-scale chemical 
transport and climate models, provided our findings extend to open 
burning in general beyond FLAME 4.

We conducted experiments to characterize the effective kOA in 
emissions of globally important fuels (Supplementary Section 1). 
The experiments spanned a broad range of burn conditions, OA 
loadings and chemical ageing processes (Supplementary Table 1). 
Dilute emissions were characterized and chemically aged in a smog 
chamber, replicating plume- and ambient-like conditions.

We performed optical closure, which combines real-time 
observations of size distributions and optical properties with Mie 
theory calculations, to retrieve the effective kOA (ref. 6). Mie 
theory is widely used to model light absorption/scattering by 
atmospheric aerosols16, and analyse experimental data and field 
measurements5,17. These calculations often assume a spherical core­
shell morphology, which is clearly an approximation given the 
complex mixing state (fraction of OA internally mixed with BC, that 
is, exists with BC in the same particles) and morphology of BC and 
OA particles, which is under debate5,17-19. If the OA exist as a coating 
over the BC, it can enhance BC absorption by refracting light into 
the BC core (lensing20,21). In this study, we retrieve kOA using two 
limiting cases: (1) BC and OA are completely externally mixed (they 
exist in different particles); and (2) a fraction of the OA is internally 
mixed with and exists as a coating over the BC, with maximum 
possible coating thickness (Supplementary Section 2). We note that 
from a light-absorption perspective, case (1) also corresponds to
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BC and OA being internally mixed, but BC residing on the edge 
of the particle rather than being coated by OA (ref. 18). For the 
conditions of our experiments, and biomass burning emissions in 
general, we expect case (2) to better approximate the mixing state 
and morphology of BC and OA. BC particles form initially during 
combustion, and as the emissions temperature drops, organic 
vapours hit supersaturation and are forced by the second law 
of thermodynamics to condense (form OA). The BC particles 
provide surface area that facilitates condensation; thus, whenever 
condensable organic molecules encounter BC particles, they would 
prefer to condense on them rather than form new (externally mixed) 
particles by nucleation. Given the large OA loadings in most of 
the experiments (Supplementary Table 1), we expect OA to form 
relatively thick coatings over BC.

As described in Supplementary Section 3, the internally mixed 
case (case 2) yields smaller kOA values than the externally mixed case 
(case 1). However, the main conclusions of this work (summarized 
in Figs 1 and 2 for the internally mixed case and Supplementary 
Figs 1 and 2 for the externally mixed case), discussed below, 
hold for both cases. Furthermore, owing to uncertainty in BC 
mass concentration measurements, the analysis presented here is 
based on the limiting case of maximum possible BC concentration, 
which corresponds to a lower limit on the derived kOA values (see 
Supplementary Section 3 for details). Thus, kOA values presented in 
this study should be viewed as lower bound values.

Figure 1a,b shows the effective absorptivity at wavelength (A) of 
550 nm (kOA,550) and the wavelength dependence of kOA (w;where 
kOA = kOA,550 x (550/A)w) as a function of BC-to-OA ratio of the 
emissions. The wavelength dependence of absorption is often 
described using the absorption Angstrom exponent (AAE). For 
small particles (<50 nm) in the visible spectrum AAE = w + 1. 
For example, the imaginary part of the refractive index of BC is 
wavelength independent in the visible spectrum8 (w = 0), and AAE 
= 1. The kOA values reported here are the absorptivity of OA alone, 
excluding the contribution from BC.

Figure 1a,b indicates that, regardless of fuel type, kOA,550 increases 
with the BC-to-OA ratio, whereas w is inversely proportional to BC- 
to-OA ratio. Therefore, kOA depends strongly on burn conditions, 
which, to a large extent, dictate the BC-to-OA ratio. As evident from 
the multiple experiments for black spruce and ponderosa pine, the 
OA emitted by the same fuel had different kOA when the BC-to-OA 
ratios were different. Thus, biomass fuel type had no discernible 
effect on kOA beyond the BC-to-OA ratio. We note that although 
kOA depends on BC-to-OA ratio and not fuel type, certain fuels 
often exhibit characteristic BC-to-OA ratios. For example, grass 
fires, which tended to be flaming, had larger BC-to-OA ratios than 
boreal fires, which tended to be more smoldering22.

The BC-to-OA ratio also depends, although to a lesser extent, on 
OA loading and secondary OA (SOA) formation. Both phenomena 
affect kOA in a fashion consistent with the trend shown in Fig. 1. 
As the OA loading increases, the BC-to-OA ratio decreases because 
more SVOCs partition to the condensed phase23, thus reducing the 
effective kOA,550 (Supplementary Fig. 3). SOA formation has a similar 
effect because it reduces the BC-to-OA ratio. SOA is less absorptive 
than primary OA, but has a stronger wavelength dependence6, 
potentially decreasing kOA,550 and increasing w. This is not clearly 
observed in some of the experiments because the effect of SOA 
addition is comparable to measurement uncertainties, but the aged 
aerosol still falls on the same trend as the fresh aerosol, as shown 
in Fig. 1a,b.

The observed dependence of kOA on BC-to-OA ratio seems to 
apply solely to biomass burning OA. In Fig. 1a,b, we also plot data 
for diesel engine emissions. For similar BC-to-OA ratios, diesel 
kOA values are several-fold smaller than biomass burning values. 
There is no relationship between the diesel kOA and the BC-to-OA 
ratio. This demonstrates that the dependence of kOA on BC-to-OA

- Different colours correspond to different fuels
- Filled symbols: fresh
- Open symbols: aged
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Figure 11 Dependence of koA and DRF on BC-to-OA ratio. a,b, Filled 
diamonds and open squares correspond to fresh and chemically aged 
emissions, respectively. Colours correspond to different fuels: black, black 
spruce; magenta, ponderosa pine; cyan, rice straw; forest green, organic 
hay; light green, saw grass; blue, wire grass; and brown, diesel. Whiskers 
represent upper and lower bounds (Supplementary Section 3). Black lines 
are least-squares fits to the biomass burning data: y = 0.016x + 0.03925, 
R-square = 0.734, for koA,550nm versus logio(BC-to-OA ratio), a and 
y = 0.2081/(x + 0.0699), R-square = 0.738, for w versus BC-to-OA ratio, b. 
c, Ratio of DRF of biomass burning emissions to DRF of biomass burning BC 
alone. Black lines use koA values obtained in this study. Green lines assume 
non-absorbing OA (koA = 0). Solid lines: coating thickness was held 
constant, and the concentration of externally mixed OA varied in the 
BC-to-OA ratio space; dotted lines: the fractions of internally and externally 
mixed OA were held constant at 50%, while the coating thickness varied 
(see Supplementary Section 7 for details).

ratio for biomass burning emissions is not an artefact of the optical 
closure analysis.

We performed thermodenuder measurements in a subset of 
the experiments (Supplementary Table 2) to characterize kOA as a 
function ofvolatility. Heating at 250 °C stripped LVOCs and SVOCs 
(77-91% of original particulate matter mass) from the particles, 
leaving BC(1-10% of originalparticulate mattermass) and ELVOCs 
(7-14% of original particulate matter mass). As shown in Fig. 2b, kOA 

values ofthe ELVOCs (retrieved from the heated measurements) are 
an order of magnitude larger than the kOA values of the total OA 
(retrieved from the non-heated measurements). This indicates that 
almost all ofthe OA absorption was associated with ELVOCs.

The dependence of kOA on BC-to-OA ratio supports the 
conclusion that ELVOCs are an order of magnitude more absorptive
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involved heating in the thermodenuder (TD). b, The range of koA as a function of wavelength for the total OA (light brown shade) and ELVOCs (dark brown 
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than the total OA (ELVOCs + LVOCs + SVOCs). We propose a 
mechanism in which the conditions leading to BC formation (an 
oxygen-deprived, fuel-rich flame) are also conducive to formation 
of large organic compounds that have very low volatility and 
are highly absorbing. Consequently, the higher the BC content 
of the emissions, the larger is the effective OA absorptivity. As 
this dependence is not observed in diesel emissions (Fig. 1), 
clearly, fuel composition (a mixture ofliquid hydrocarbons in diesel 
versus large polymers in biomass) and combustion conditions (high 
pressure in diesel engine versus heat breaking down the solid 
fuel at atmospheric pressure in biomass burning) are important 
factors. The dependence of absorptivity on volatility observed here 
is consistent with the work of a previous study24, which found that 
the absorptivity of fulvic acid components increased with increasing 
molecular weight, hence decreasing volatility (Fig. 2b).

ELVOCs having kOA an order of magnitude larger than the 
total OA explains the seemingly discordant very large kOA reported 
in ref. 9 for aged biomass burning particles. That study used 
transmission electron microscopy, where particles were exposed to 
vacuum and bombarded with a high-energy electron beam. In such 
an environment, as in the thermodenuder, LVOCs and SVOCs are 
expected to evaporate (Supplementary Fig 4), leaving only the highly 
absorptive ELVOCs in the condensed phase. As shown in Fig. 2b, our 
kOA values for ELVOCs are in close agreement with those of ref. 9, 
and kOA values for our total OA are in good agreement with data 
collected using ambient pressure techniques3-6.

To illustrate the potential climate forcing implications of our 
findings, we performed simplified calculations (Supplementary 
Section 7) to estimate the contribution of biomass burning OA 
to DRF. Results are shown in Fig. 1c. BC-to-OA ratios between 
0.05 and 0.1 are most relevant as they are representative of the 
mean global values for biomass burning2. Under these conditions, 
if the OA were non-absorbing, the DRF would be negative. This 
is in concordance with predictions of current climate models 
that do not treat BrC absorption13. BrC absorption, on the other 
hand, shifts DRF of biomass burning emissions to positive values. 
Although these are idealized calculations, they suggest that BrC in 
biomass burning emissions can be a major player alongside BC to 
govern DRF.

Methods
Experiments were conducted during FLAME 4 using globally important fuels 
from boreal forests, grasslands and croplands (Supplementary Table 1). Emissions 
were diluted to plume- and ambient-like concentrations and injected into two 
smog chambers25. In one of the chambers, the emissions were chemically aged by 
photo-oxidation or dark ozonolysis, whereas the second chamber served as a 
control (no oxidation). The ageing time in the chambers was of the order of 
1-3 h (Supplementary Fig. 7). For the photo-oxidation experiments, the OH

concentration was similar to atmospheric conditions (~ 2 x 106 molecules cm-3), 
whereas for ozonolysis, the ozone concentrations (~1 ppm) were 2 orders of 
magnitude larger than typical atmospheric and biomass burning plume ozone 
concentrations (~10-50ppb). Thus, the ageing time in the ozonolysis 
experiments was equivalent to a few days of atmospheric ageing. The experiments 
featured a wide range of burn conditions, which was reflected in the wide range 
of BC-to-OA ratios in the diluted emissions (Supplementary Table 1).

Effective absorptivity of OA, namely the imaginary part of the refractive 
index (kOA), was retrieved using optical closure, which combines measurement of 
absorption coefficients, as well as BC and OA size distributions and mixing states, 
with Mie theory calculations6 (Supplementary Section 2 and Fig. 4). The Mie 
theory absorption calculations were based on the formulation in ref. 26 for coated 
spheres. Optical closure was performed on both fresh and aged emissions. To 
investigate the volatility of BrC, some experiments also involved heating the 
emissions in a thermodenuder to 250 °C for an average residence time of 5.8 s. 
Heating stripped almost 90% of the OA, corresponding to the LVOC and SVOC 
fraction, from the condensed phase. The remaining ELVOC fraction has effective 
saturation concentration (C*) less than 10-4 pgm-3 (Supplementary Fig. 8).

Further details of experimental set-up, instrumentation, data and uncertainty 
analysis are provided in the Supplementary Methods.
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